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Abstract 
 
 

In this paper, we outline alternative methods for constructing transition probabilities conditional on both 
borrower-/loan-specific and macroeconomic factors.  We define the transition states in terms of monthly 
delinquency and prepayment behavior in which payment behavior is measured in terms of days past due 
over a reoccurring, fixed-length (monthly) billing cycle: a discrete-time model design that allows us to 
better capture consumers’ decisions to continue servicing their debt, delay payment, prepay, or default.  
We find that for a large sample of active, first-lien, single-family, owner-occupied mortgages from 2004-
2013 the assumptions of a Markov chain do not hold and by conditioning the estimates of the transition 
probabilities on loan-specific and macroeconomic factors, we generate more accurate out-of-time forecast 
over a time horizon typically used in practice (i.e., 24-months ahead) and are significantly more accurate 
during periods of changing economic conditions as was observed during the 2008-2010 financial crisis. 
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1. Introduction 
 
Forecasted future expected loss is a key input into the calculation of reserves, the valuation of portfolios, 
and for pricing, capital, and stress-testing purposes. Expected loss in turn depends on the estimates of both 
the exposure to loss and the possibility that a loss will occur: the former conditioned on the probability of 
prepayment, the latter on the probability of default over the forecast horizon.  Li (2014), An and Qi (2012) 
IFE (2007) and Campbell and Dietrich (1983) model default and prepayment as independent competing 
risks within an event-time analysis framework to estimate a lender’s exposure to the likelihood a specific 
event (default or prepayment) will occur over time conditional on loan- and borrower-specific 
characteristics and changes in market and economic conditions.  Alternatively, Smith et al. (1996), Molina 
Utrilla and Constantinou (2010), Grimshaw and Alexander (2011), and Leow, and Crook (2014) propose 
modeling payment behavior as a time-dependent Markov process in which individual borrowers migrate 
between various states of payment/nonpayment conditional on loan- and borrower-characteristic.  
Reasonable and supportable forecasts are conceptually possible using either approach. 
 
Our objective in this paper, however, is not to assess all the various methods to determine which approach 
is best.  We recognize data limitations and model purpose may weigh heavily in the decision to select one 
approach over the other.  Instead, we focus on the question:  is it possible to generate accurate medium to 
long-term (out-of-time) forecasts over a mix of economic conditions using these modeling methods? More 
specifically, in this paper, we investigate the ability of models that fall within the broader category of 
Markov chain models to accurately forecast default and prepayment rates over a mix of economic 
conditions.2      
 
Using a large sample of single-family, owner-occupied mortgages from 2004 through 2013, we evaluate 
the predictive accuracy of various Markov-chain-based models to forecast cumulative default and 
prepayment rates over a 24-month out-of-time performance window. We develop several models 
following the methods outlined in the retail credit literature (i.e., Cyert, et al., 1962; Kallberg and Saunders, 
1983; Smith and Lawrence, 1995; Smith et al., 1996; Molina Utrilla and Constantinou, 2010; Grimshaw 
and Alexander, 2011; and Leow and Crook, 2014) applied to data that includes the 2008-2010 mortgage 
crisis. We assess the predictive accuracy of each model utilizing a one-year-step-forward sample design 
in which we extend the sample period by an additional 12 months of data starting in 2006 and ending in 
2011 generating a total of 6 timeframes that are used to develop models and test their 24-month, out-of-
time forecast accuracy through 2013.  We estimate a transition matrix for each of the 6 samples using the 
same source of data and set of covariates to isolate the impact of changes in the mix of economic conditions 
prior to, during, and after the 2008-2010 financial crisis.  We find that the estimated transition probabilities 
vary greatly across individual loans and over time resulting in significant differences in the estimated 
transition matrices and the overall forecast accuracy of the models.  Moreover, we find that (1) 
conditioning on both time invariant and time varying, loan- and borrower-specific, and macroeconomic 
factors significantly improves the predictive accuracy of the models especially during an economic 
downturn – consistent with the results reported in Li, 2014; Sarmiento, 2012; Crook and Banasik, 2012; 
and Demyanyk and Van Hemert, 2011, and (2) find weak support for the hypothesis that mortgage 
payment behavior is consistent with a 2nd order Markov process.  
 
The remainder of the paper is outlined as follows. In the next section, we outline the data we use to assess 
the various models developed in Section III including the unconditional transition matrices based on the 
maximum likelihood (MLE) approach outlined in Anderson and Goodman (1957) and extended in Lee, et 
al. (1977).  Insofar as that approach is still used in practice, we use the out-of-time forecast accuracy of 
the MLE models as benchmarks to assess the impact of conditioning on economic factors.  In Section III, 

 
2 We address in a companion paper the same question using various modeling approaches that fall within the broader 
category of survival analysis models. 
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we also outline the multinomial logit (MNL) approach we adopt to estimate the conditional transition 
probabilities and demonstrate, in Section IV, that by relaxing the Markov property assumption and 
conditioning the transition probabilities on both time invariant and time-varying factors (e.g., economic 
and industry conditions) greatly increases out-of-time forecast accuracy over the economic cycle. 
 
 
2. Data and Descriptive Analysis 
 
We use the Black-Knight Securitized Mortgage (BKSM) database to construct various Markov/non-
Markov state transition models.  The BKSM database includes monthly loan-level data for non-agency 
mortgages compiled by MBSData, LLC.  MBSData provides limited loan- and borrower-specific 
information at time of origination (e.g., LTV, FICO Score, loan terms, loan purpose, level of 
documentation product type, Fixed/ARM/Hybrid, IO, Balloon, etc. – static variables) and monthly updates 
on performance behavior (e.g., delinquency status, prepayment, scheduled payment/balance reflecting rate 
changes, current LTV, etc. – dynamic variables) for over 95% of public mortgage backed securities.3  We 
augment the loan/borrower-specific data with macroeconomic and housing market-specific variables 
designed to capture the impact of systemic time-varying factors on borrowers’ payment behavior.   
 
We construct a monthly panel of first-lien, single-family, owner-occupied mortgages from 2004 through 
2013 using a 15% stratified random sample, by year/month, for loans that existed as of January 2004 or 
enter the data set between January 2004 and December 2013.4 The loans are tracked monthly from the 
time they are securitized until they either prepay, default, mature under the terms of the contract, or are 
censored.  There are a total of 1,622,538 mortgage loans in our sample with an average of 34.1 months on 
book per loan resulting in a panel data set of over 55.3 million loan-month observations.  
 
The descriptive statistics for a selected set of commonly used loan characteristics (Mayer et al., 2009; 
Sarmiento, 2012; Demyanyk and Van Hemert, 2012) over the full sample period (2004-2013) are reported 
in Table 1.  In addition, to better understand the shift in the credit profile of the loans over the credit cycle, 
we also report the descriptive statistics for the loans existing prior to the crisis (2004-2007), during the 
crisis (2008-2010), and post-crisis (2011-2013).  These statistics show that Alt-A and Subprime mortgages 
consistently default at higher rates over the sample period, approaching 50% during the crisis period (2008-

 
3 We note that a large percentage of the securitized loans in our data set are identified as subprime or jumbo loans. 
4 We randomly selected a 15% sample of all the loans that existed as of January 2004 (i.e., 200401) and randomly 
sampled 15% of all new loans entering the data set each month through 201112.  We then included all the monthly 
observations for each loan until it either defaults, prepays, matures, or is censored through 201312.  We note that the 
public mortgage backed securities market grew dramatically from 2001 to 2007, slowed dramatically during the crisis 
(i.e., the number of new single-family loans entering the Black-Knight Securitized Mortgage (BKSM) database 
dataset in 2008 and 2009 were 3.2% and 3.3% of the level of new loans originated in 2006, respectively), and was 
effectively zero in 2010-2012 (i.e., the number of new loans entering the BKSM dataset was 0.1% or less than the 
number of loans in  2006).  In 2013, the number of new loans entering the BKSM dataset increased significantly – 
over twice the number of new loans entering in 2008 – and by 2015 and 2016 the number of loans each year was just 
over 20% of the 2006 peak (see Goodman (2015) for a discussion of re-birth of mortgage securitization).  The 
increase in the number of new single-family loans in the BKSM dataset beginning in 2013 was almost exclusively 
(99% of the loans) due to the credit risk transfer (CRT) program developed by Freddie Mac: a program designed to 
transfer credit risk to the private capital market (see https://crt.freddiemac.com/about-crt.aspx for a brief outline of 
the program).  Under Freddie Mac’s credit risk transfer (CRT) program, the securitized loans are subject to Freddie 
Mac’s underwriting and quality control standards: conditions that fundamentally change the properties of the loans 
entering the data set into and after January 2013 relative to those entering prior to 2013.  For that reason, we use only 
loans that entered the dataset prior to 2013 to estimate the transition probabilities in this study and, although we 
forecast performance through 2013, the forecasts use only loan cohorts prior to 2013. Mortgages underwritten 
through CRT program are excluded from our analysis. 

about:blank
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10). The impact on the portfolio from those loans is significant insofar as roughly 20% of the loans in the 
sample are identified as subprime.5  The decline in the percentage of subprime and alt-A loans post-2007 
reflects the difficulty the market had underwriting for the risk of those loans.  Interestingly, jumbo loans 
had the lowest default rates across the various loan types – a default rate that is notably lower than the 
overall default rate in each time period.  The default rate of jumbo loans, however, also increased 
significantly during the crisis rising from 4.8% (pre-crisis) to 24.5% before falling back to 12.3% over the 
post-crisis period.  
 
Fully documented loans consistently perform better than the average loan as reflected in the lower overall 
default rate (i.e., 26.3% vs 28.0%) and in each of the sub-periods.  It is interesting to note that No Doc 
loans perform even better than the fully documented loans especially in the pre-crisis period; however, No 
Doc loans only represent 2% of the total number of loans in the sample.  Stated Income loans, which 
represent nearly 13% of the total, however, consistently perform the worst relative to all the other 
documentation categories. The overall default rate for Stated Income loans was 40%, increasing to nearly 
50% during the crisis period, then falling back to 23.6% in the post-crisis period. The percentage of Stated 
Income loans in the sample, however, declined sharply during the post-crisis period reflecting the 
tightening of underwriting standards and the restrictions imposed under the Dodd-Frank Act (2010) 
prohibiting banks from underwriting Stated Income loans for owner-occupied properties. Finally, Low, 
Limited, & Reduced (LLR) documented loans performed relatively well in the pre-crisis period (i.e., with 
a default rate of 6.6% relative to an overall average default rate of 9.9%), but less so during and after the 
crisis when their default rates aligned more closely to the overall average of those sub-periods. 
 
The loans in our sample are overwhelmingly used for refinancing and new purchases (i.e., 61.1% and 
37.4%, respectively). The loan-purpose distribution is relatively stable over the full sample period, 
although the percentage of loans used to refinance existing mortgages increased slightly post-crisis (2011-
13).  Purchase mortgages are slightly riskier than those in the other loan-purpose categories especially 
during the crisis period resulting in a large drop in the percentage of purchased loans in the post crisis sub-
period. 
  
There is a noticeable shift in the distribution of FICO scores-at-origination toward higher/better score 
bands over time. The percentage of loans with origination FICO scores below 620 (above 680) decreased 
(increased) from 2004 through 2013. Overall, the mean score increased from 663 in the pre-crisis period, 
2004-07, to 695 in the post-crisis period, 2011-2013.  The FICO score-at-origination performed reasonably 
well at ranking borrowers by their relative credit quality (i.e., loans with higher scores defaulted less often 
than those with lower scores) even though the definition of a ‘bad’ and the time horizon used to define a 
default in our data are not those used to construct the FICO score.  The default rate within each score band, 
however, changed significantly over time reflecting the static design of a scoring model (Thomas, 2009) 
and the sensitivity of the default rate to changing economic conditions (Crook and Banasik, 2012).  For 
example, the 16.3% default rate in the 680-720 score band during the post-crisis period is comparable to 
the 17.6% default rate in the 550-620 score range observed during the pre-crisis period; a result that 
suggests that even a shift up in the score distribution for a pool of securitized loans does not necessarily 
indicate the pool of loans are of higher/better credit quality.6 
 
The distribution of the current LTV was increasing over time: a finding consistent with those observed by 
Mayer et al. (2012) and Demyanyk and Van Hement (2011). When combined with the observation that 
the LTV-at-origination was falling, suggests that declining house prices during the crisis was a key factor 
contributing to the dramatic decrease in the equity holdings of the borrowers in our sample and likely 

 
5 Default is defined as 120 days past due or worse. 
6 It was a common practice in the industry to use the FICO distribution as a measure of the credit quality of pool of 
securitized loans, a measure that influenced the pricing of the security backed by the loans (Koudinov, et al., 2019). 
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contributed significantly to the increase in default rates over the sample period (Andersson, et al., 2013).  
The percentage of loans with current LTVs below 80% was relatively stable over the 2004-2010 period 
(roughly 61% of the total); however, the percentage dropped significantly to 53% by 2011-13 as the 
percentage of loans with current LTV greater than 80% increased from 29.5% in 2004-07 to 37.6% during 
the crisis, and as high as 47.1% in 2011-13.   
 
Mortgage loans with a balloon-payment feature defaulted at rates significantly higher, 60.4%, than 
average, 28.0%, over the full sample period (i.e., 2004-2013). Fortunately, the percentage of loans with a 
balloon-payment feature was relatively small, 4.7%; and, although the percentage increased during the 
crisis, the percentage of loans with a balloon-payment feature decreased significantly during the post-crisis 
period.   
 
The percentage of mortgages in our sample with an interest-only (IO) feature was just over 20% and 
remained relatively stable over time. Prior to the crisis, IO mortgages performed better than average as 
reflected in a pre-crisis default rate of 7.7%, compared to the overall pre-crisis default rate of 9.9%.  During 
the crisis (2008-10) and post-crisis (2011-13) periods, however, IO mortgages defaulted at higher than 
average rates – 38.0% and 18.6% relative to the overall default rates of 32.4% and 15.9%, respectively – 
suggesting that pre-crisis performance masked the inherent risk of those loans that was eventually revealed 
during the crisis. 
 
The descriptive statistics for fixed rate and hybrid ARMs reveal that adjustable rate mortgages were, on 
average over the full sample, the preferred payment type.  Moreover, a large percentage of the ARMs were 
hybrid ARMs.7 This is especially true for the pre-crisis period in which 38.6% of the loans were hybrid 
ARMs and 38.7% were fixed rate mortgages. The distribution of payment type changed dramatically 
during and after the crisis. The percentage of fixed rate mortgages increased significantly during and after 
the crisis (i.e., 49.3% and 62.6%, respectively); the percentage of hybrid ARMs decreased to 24.2% and 
13.4% during and after the crisis, respectively.  Overall, fixed rate mortgages performed better than ARMs 
especially adjustable rate mortgages products that were designed to make mortgages more affordable yet 
exposing the borrower to repricing risk. The default rate on fixed rate mortgages was consistently lower 
than the overall averages and the default rate for hybrid ARMs was significantly higher than average 
increasing to 55.0% during the crisis period. 
 
The descriptive statistics reported in Table 1 suggest that the informational content of the static variables 
(i.e., those known at time of origination and remain constant over the life of the loan) commonly used to 
evaluate the credit quality are useful for assessing relative performance across the portfolio. However, the 
variation in the default rate over a mix of economic conditions suggests static variables alone are 
inadequate for identifying and measuring risk especially during periods in which economic conditions are 
changing quickly. Models developed for valuation, pricing, stress testing, and loss forecasting will be 
especially sensitive to changes in systemic (i.e., time varying) factors associated with changing economic 
conditions.  For example, the payment behavior of a loan originated during the pre-crisis period will 
perform much differently, on average, then a loan with the same values for the static characteristics 
originated during the crisis period.  It is within that context that we construct default and prepayment 
models that are conditional on both time invariant (i.e., static) and time-varying (i.e., dynamic/systemic) 
variables within a Markov transition modeling framework in the next section. 
 
 

 
7 Hybrid ARMs – which are a subset of the adjustable rate mortgages – are defined as loans with fixed rates over the 
first few years then convert to adjustable rates over the remaining life of the loan (e.g., 2/28: a 30-year mortgage with 
a fixed rate for the first 2 years, then adjustable for the remaining 28 years; similarly, there are 3/27, 5/25, and other 
such products that are labelled as hybrid ARMs). 
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3. A Multistate Transition Model  
  
A discrete-time Markov chain modeling framework (Anderson and Goodman, 1957) characterized by a 
finite number of states/categories and a finite number of equi-distant time points at which observations are 
made is a natural framework for modeling mortgage loan payment behavior in which the payment behavior 
is measured in terms of days past due over a reoccurring, fixed-length (i.e., monthly) billing cycle.  A 
Markov chain consists of a set of transitions that satisfy the Markov property in which future 
delinquency/default states depend only on the current state, not on the events that occurred before it (i.e., 
memoryless).  More formally, the Markov property is defined: for a stochastic process {Z𝑡𝑡}, 
 

  
𝑃𝑃𝑃𝑃(Z𝑡𝑡+1 = 𝑗𝑗 | Z𝑡𝑡 = 𝑖𝑖, Z𝑡𝑡−1 = 𝑖𝑖𝑡𝑡−1, … , Z0 = 𝑖𝑖0)  =  𝑃𝑃𝑃𝑃(Z𝑡𝑡+1 = 𝑗𝑗 | Z𝑡𝑡 = 𝑖𝑖)  ≡  𝑝𝑝𝑖𝑖𝑖𝑖  (1) 
 

t≥0 and all states 𝑖𝑖0, 𝑖𝑖1,…, 𝑖𝑖𝑡𝑡−1, 𝑖𝑖, 𝑗𝑗, where the 𝑝𝑝𝑖𝑖𝑖𝑖 represents the probability of transitioning from state 𝑖𝑖 
in time 𝑡𝑡 to state 𝑗𝑗 in time 𝑡𝑡 + 1.  The Markov property is convenient insofar as it adds structure and 
simplicity to a predictive model (or probability forecast) that otherwise might be intractable.  
 
The simplest multistate transition model is a first-order, time-homogenous Markov model in which the 
maximum likelihood estimation (MLE) method can be used to generate the unconditional transition 
probabilities used to forecast (out-of-time) default and prepayment rates.8  We use those forecasts as 
benchmarks to assess the impact of violating the assumptions of a Markov transition model.  If the 
assumptions of this simple model do not hold or are inconsistent with process that generates the data, the 
forecasts are unlikely to reflect actual behavior and an alternative modeling approach should be considered.  
For that reason, we also outline below the estimation of conditional transition probabilities designed to 
capture the impact of trends in economic and market conditions on delinquency/default as observed using 
a multinomial logit (MNL) approach proposed in Smith et al. (1996), Molina Utrilla and Constantinou 
(2010), and Grimshaw and Alexander (2011).  
 
 
3.1  1st-Order, Time-Homogenous Markov Model: Unconditional Transition Matrix – A Benchmark Model 
 
We begin with the simplest and most straightforward approach to construct an unconditional, first-order 
Markov transition model:  the maximum likelihood estimation (MLE) method (Anderson and Goodman, 
1957).  That approach was used in the early literature on modeling delinquency and default/loss behavior 
for retail loan products (Cyert, et al., 1962; and Kallberg and Saunders, 1983; Betancourt, 1999) and is 
still used in practice. The unconditional MLE transition probabilities, 𝑝𝑝𝑖𝑖𝑖𝑖, are defined as: 
 

𝑝𝑝𝑖𝑖𝑖𝑖
^

= 𝑛𝑛𝑖𝑖𝑖𝑖
𝑛𝑛𝑖𝑖

           (2) 
 

where 𝑛𝑛𝑖𝑖𝑖𝑖 is the number of loans in state 𝑖𝑖 that migrate to state 𝑗𝑗 during the time period (𝑡𝑡, 𝑡𝑡 + 1) and 𝑛𝑛𝑖𝑖 
is the number of loans in a given state 𝑖𝑖 at the beginning of period 𝑡𝑡 for all 𝑖𝑖, 𝑗𝑗 = 1, 2, …, 𝐼𝐼; such that, 
𝑃𝑃𝑖𝑖𝑖𝑖 = �𝑝𝑝𝑖𝑖𝑖𝑖� and ∑ 𝑝𝑝𝑖𝑖𝑖𝑖 = 1𝐽𝐽

𝑖𝑖=1 , for all 𝑖𝑖=1,2,…, 𝐼𝐼.  For our purpose, we define 𝑖𝑖 over six financial states:  
four active delinquency states – current, 30-59 dpd, 60-89 dpd, and 90-120 dpd – and two terminal (or 
absorbing) states – prepay and default (120+ dpd). 
 

 
8 In this paper, we use the expression “unconditional” transition probabilities to mean the probabilities are not 
conditioned on time-varying factors (i.e., the Markov property holds).  
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Following Kallberg and Saunders (1983), we use equation (2) to calculate the unconditional monthly 
transition probabilities over the full sample through 2013.  The results are reported in Table 2. 
 
One advantage of this approach, i.e., if the assumption of a time-homogenous Markov model holds, is that, 
for a given distribution of loans (Z0) across the six states as of a cohort date t𝑐𝑐, the probabilistic evolution 
of the Markov process across the states can be described by:  
  

 𝑍𝑍𝑡𝑡,𝑡𝑡+𝑠𝑠 = 𝑍𝑍0𝑃𝑃𝑖𝑖𝑗𝑗𝑠𝑠           (3) 
 
where 𝑃𝑃𝑖𝑖𝑖𝑖 is the unconditional MLE transition matrix; 𝑍𝑍𝑡𝑡,𝑡𝑡+𝑠𝑠 is the distribution of loans in time t𝑐𝑐 + 𝑠𝑠 for 
𝑠𝑠 = 1, 2, … , 𝑆𝑆 - the forecast period.  Even when the assumption of a time-homogenous process does not 
hold, equation (3) may still produce relatively accurate forecast over short forecast horizons. More 
specifically, if the assumption of a time-homogenous process does not hold, the condition that the two-
periods ahead probability distribution for 𝑍𝑍𝑡𝑡,𝑡𝑡+2 is the one-period ahead distribution 𝑍𝑍𝑡𝑡,𝑡𝑡+1 times the 
transition matrix 𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+1,𝑡𝑡+2) still does, which we can write as: 
 

𝑍𝑍𝑡𝑡,𝑡𝑡+2 = 𝑍𝑍𝑡𝑡+1𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+1,𝑡𝑡+2)       (4) 
where  

  
𝑍𝑍𝑡𝑡+1 = 𝑍𝑍0𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡,𝑡𝑡+1).        (5) 

 
Substituting eq (5) into eq (4), we get 
 
  𝑍𝑍𝑡𝑡,𝑡𝑡+2 = 𝑍𝑍0𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡,𝑡𝑡+1)𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+1,𝑡𝑡+2),       (6) 
 
which can be generalized for an a 𝑠𝑠-period ahead forecast horizon (Grimshaw and Alexander, 2011): 
 
  𝑍𝑍𝑡𝑡,𝑡𝑡+𝑠𝑠 = 𝑍𝑍0𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡,𝑡𝑡+1)𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+1,𝑡𝑡+2) ⋯𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+𝑠𝑠−1,𝑡𝑡+𝑠𝑠).     (7) 
 
Unfortunately, to forecast beyond the most recent time period (t𝑐𝑐 = t0), the information required to 
estimate the MLE transition matrices, 𝑃𝑃𝑖𝑖𝑗𝑗,(𝑡𝑡+𝜏𝜏−1,𝑡𝑡+𝜏𝜏), for t𝜏𝜏 > t𝑐𝑐(= t0) is not known.  As a result, the 
unconditional MLE transition matrix approach is of limited use for forecasting out-of-time unless it is 
reasonable to assume the transition probabilities change slowly over time and can be approximated by a 
time-homogenous transition matrix based on historical data known at time of the forecast, t𝑐𝑐. 
 
It is not always reasonable to assume that the transition probabilities change slowly over time.  The change 
in the monthly, unconditional transition probabilities during the pre-crisis (2004-2007), crisis (2008-2010), 
and post-crisis (2011-2013) periods is a case in point. The MLE unconditional transition matrices for the 
three sub-periods are reported in Table 3.  The transition probabilities from any one of the non-terminal 
states to the prepayment state (i.e., 𝑍𝑍𝑖𝑖,𝑡𝑡 → 𝑍𝑍𝑝𝑝𝑝𝑝,𝑡𝑡+1) are much higher in the pre-crisis period (i.e., in the range 
of 2.1 to 2.8 percent per month) than observed during the crisis and post-crisis periods (i.e., 1 percent or 
lower per month). Moreover, the transition probabilities above (below) the main diagonal – which reflects 
the migration to higher (lower) delinquency states – are considerably higher (lower) during the crisis period 
relative to both the pre- and post-crisis periods. The increased rate of migration to higher delinquency 
states combined with a higher probability a loan that is 90dpd transitioning to default is consistent with 
the significantly higher overall default rate observed during the crisis period reported in Table 1.   
 
The hypothesis that the transition probabilities are constant (i.e. time homogenous) is not typically 
formally tested in the literature or in practice.  Either it is not addressed even when recognized as a potential 
problem (e.g., Cyert and Thompson, 1962; Campbell and Dietrich, 1983), evaluated visually by plotting 
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the pi,js over time (e.g., Kallberg and Saunders, 1983; Grimshaw and Alexander, 2011), or assumed to be 
nonstationary by design (Smith, et al., 1996; Molina Utrilla and Constantinou, 2011; Malik and Thomas, 
2012; and Leow and Crook, 2013).  We, however, formally test the hypothesis that the transition 
probabilities are constant (i.e., that the data reflect a stationary Markov process) using the chi-square test 
of homogeneity suggested by Anderson and Goodman (1957).  More specifically, we test the null 
hypothesis: 
 

𝐻𝐻0: 𝑝𝑝𝑖𝑖𝑗𝑗(𝑡𝑡) =  𝑝𝑝𝑖𝑖𝑗𝑗  
 
for all j = 1,2,…,J and t = 1,2,…T. The results reported in Table 4 show, for each state 𝑖𝑖 respectively, that 
the hypothesis of stationarity is rejected over all three subperiods 2004-2007, 2008-2010, and 2011-2013; 
results that are consistent with those reported for a much earlier timeframe - i.e., 198912 through 199312 
- by Betancourt (1999).  
 
To illustrate the potential impact these relatively small difference in the transition estimated transition 
probabilities can have on the forecast over a 24-month time horizon, we graph the distribution of loans in 
time 𝑡𝑡 =0 (the initial distribution using the 2004Q1 cohort of active loans – 72,193 loans) across the six 
delinquency states and 𝑡𝑡 =24 (i.e., the 24-month forecast period) using the four MLE transition matrices 
for the full sample 2004-2013, the pre-crisis period 2004-07, the crisis period 2008-10, and the post-crisis 
2011-13. 
 
The results in Figure 1 show that the 24-months ahead forecasts of the prepayment and default rates vary 
significantly depending on which MLE transition matrix is used.  If the pre-crisis MLE transition matrix 
forecasts are used, the predicted number of prepaid (27,516 obs.; 38.1%) and defaulted (8,119 obs.; 11.2%) 
loans over a 24-month period is roughly twice the number of prepaid (13,271 obs.; 18.4%) and half the 
number of defaulted (16,963 obs.; 23.5%) loans forecasted using the crisis MLE transition matrix – a non-
trivial difference. Interestingly, the forecasted prepayment (11,299 obs.; 15.7%) and defaulted (8,134 obs.; 
11.3%) loans generated from the post-crisis MLE transition matrix are the lowest (prepaid) and near-
lowest (defaults) respectively: a result consistent with the relatively high forecasted number of loans 
(47,477 obs.; 65.8%) that remain current (i.e., the highest across the set of MLE transition matrices): a 
result that is consistent with the relative benign economic environment that existed during the 2011-13 
subperiod.  
 
We conclude from the results in Table 3 and 4 that the unconditional MLE transition probabilities reported 
in Table 2 are not stationary (i.e., time invariant) and that changes in loan terms, borrower characteristics 
and economic/market conditions over time have more of an impact on the probability of migrating to an 
alternative state than the loan’s current delinquency/payment state by itself.  These results raise the concern 
that the assumptions required to model monthly mortgage payment behavior over a mix of economic 
conditions as a finite Markov chain do not hold, in general, nor, in particular, during the time periods prior 
to, during, and post the 2008-10 mortgage crisis.9   
 
Our results support the hypothesis that the data generating process is neither stationary nor time 
homogenous and that the probability of transitioning from state 𝑖𝑖 in time 𝑡𝑡to state 𝑗𝑗 in time 𝑡𝑡+1 depends 
on more than just its current state.10  The probability a mortgage migrates to any particular state in time 

 
9 Betancourt (1999) states: “If differences in loan characteristics are highly correlated with differences in payment 
behavior, then forecasts from a model that fails to incorporate these characteristics may be biased.” (p. 310). 
10 Crook and Banasik (2012) and Demyanyk and Van Hemert (2011) find that trends in economic and market 
conditions impact delinquency/default transitions for retail portfolios, which suggests forecasting models developed 
using a transition matrix-based approach in which the Markov property holds will generate unconditional transition 
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𝑡𝑡+1 is conditional on its previous history.  To capture the impact of previous history, we estimate the 
transition probabilities conditional on borrower-/loan-specific characteristic (both time invariant and time 
varying) and time-varying macroeconomic factors that are selected to capture trends in market and industry 
conditions that impact payment behavior.  We outline the estimation of the conditional transition 
probabilities in the next section. 
 
3.2 Conditional Transition Matrix 
 
We combine the modeling framework outlined in Smith and Lawrence (1995), Smith et al. (1996), 
Grimshaw and Alexander (2011), Molina Utrilla and Constantinou (2011), and Leow and Crook (2014) 
with the statistical methods outlined in Allison (1982), Begg and Gray (1984), IFE (2007), Bellotti and 
Crook (2013b), and Wang et al. (2017) to estimate monthly transition probabilities conditional on loan-
/borrower-specific characteristics and macroeconomic/market factors.  We utilize the structural property 
of a transition matrix in which, in any time t, there is a positive probability a loan in a non-terminal state 𝑖𝑖 
(i.e., current, 30dpd, 60dpd, and 90dpd) migrates from state 𝑖𝑖 to any one of several feasible states 𝑗𝑗 (𝑗𝑗= 
1,2,…,i,… 𝐽𝐽), subject to ∑ 𝑝𝑝𝑖𝑖𝑖𝑖 = 1𝐽𝐽

𝑖𝑖=1  for all initial states 𝑖𝑖=1,2,…,I` (I`=I-2) and to model the transition 
probabilities within a discrete-time multi-state/competing-risk modeling framework.  More specifically, 
following the structural design of Grimshaw and Alexander (2011), Smith and Lawrence (1995), and 
Calhoun and Deng (2002), the monthly transition matrix has the following structure:  
 

 
where the pij(t) are the monthly conditional transition probabilities from state i in time t to state j in time 
t+1; and the transition probabilities in time t, 𝑝𝑝𝑖𝑖𝑖𝑖(𝑡𝑡)  =  𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖,𝑘𝑘;𝜃𝜃) are conditional on 𝑋𝑋𝑖𝑖𝑖𝑖,𝑘𝑘 =
{𝑤𝑤𝑘𝑘 , 𝑥𝑥𝑘𝑘,𝑡𝑡 ,𝑣𝑣𝑡𝑡  }𝑖𝑖𝑖𝑖, for the kth borrower, where 𝑤𝑤𝑘𝑘, 𝑥𝑥𝑘𝑘,𝑡𝑡, and 𝑣𝑣𝑡𝑡 are the time-invariant loan/borrower attributes, 
time-varying loan/borrower attributes, and economic/market factors, respectively.  As a result, there are a 
total of 24 transition probabilities that we estimate empirically below.  
  
Following Grimshaw and Alexander (2011), Molina Utrilla and Constantinou (2011), and Smith, et al. 
(1996), we estimate the conditional transition probabilities 𝑝𝑝𝑖𝑖𝑖𝑖(𝑡𝑡)  =  𝑓𝑓(𝑋𝑋𝑖𝑖𝑖𝑖,𝑘𝑘;𝜃𝜃) for each non-terminal 
state row, 𝑖𝑖 = 1, 2, …, 𝐼𝐼-2, using a multinomial/competing-risk modeling framework.  Smith, et al. (1996) 
estimate the unconditional transition probabilities of each of the three non-terminal rows (i.e., current, 30-
89 dpd, and 90+dpd) using a multinomial 𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑡𝑡 (𝑀𝑀𝑀𝑀𝑀𝑀) modeling approach in which, for each initial state 
i, the transition probabilities a loan will migrate to each of the alternative states j = 1, 2, …, J at annual 
intervals is computed from: 
 

 𝑝𝑝𝑖𝑖𝑖𝑖 =
exp (𝛼𝛼𝑖𝑖𝑖𝑖+𝛽𝛽𝑖𝑖𝑖𝑖

` 𝑋𝑋𝑖𝑖.)

1+∑ exp (𝛼𝛼𝑖𝑖𝑖𝑖+𝛽𝛽𝑖𝑖𝑖𝑖
` 𝑋𝑋𝑖𝑖.)𝑖𝑖≠𝑖𝑖

  where 𝑖𝑖 ≠ 𝑗𝑗       (8) 

 
matrices that are likely to perform poorly on out-of-time samples especially during periods of rapidly changing 
economic conditions. 

 
pc,c(t) pc,30(t) pc,60(t) pc,90(t) pc,p(t) pc,d(t) 
p30,c(t) p30,30(t) p30,60(t) p30,90(t) p30,p(t) p30,d(t) 
p60,c(t) p60,30(t) p60,60(t) p60,90(t) p60,p(t) p60,d(t) 
p90,c(t) p90,30(t) p90,60(t) p90,90(t) p90,p(t) p90,d(t) 

0 0 0 0 1 0 
0 0 0 0 0 1 

 

Pij(t) = 
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 𝑝𝑝𝑖𝑖𝑖𝑖 = 1

1+∑ exp (𝛼𝛼𝑖𝑖𝑖𝑖+𝛽𝛽𝑖𝑖𝑖𝑖
` 𝑋𝑋𝑖𝑖.)𝑖𝑖≠𝑖𝑖

        (9) 

 
The 𝑀𝑀𝑀𝑀𝑀𝑀 approach, however, introduces two potential problems as outlined in Grimshaw and Alexander, 
(2011): (1) for each row 𝑗𝑗, the transitional probabilities 𝑝𝑝𝑖𝑖𝑖𝑖 are estimated conditional on the same set of 
covariates, 𝑋𝑋𝑖𝑖..;11 and, (2) not all 𝑝𝑝𝑖𝑖𝑖𝑖 can or should be modeled (e.g., the probability of transitioning from 
current to 90 dpd).12  To address those concerns, we estimate the multinomial transition probabilities of 
each row 𝑖𝑖= 1,2,…,4 from the set of binomial logit models (BNL) for each 𝑝𝑝𝑖𝑖𝑖𝑖  𝑗𝑗 = 1, 2, …, 6 using the 
approach discussed in  Allison (1982) and Begg and Gray (1984).  More specifically, for 𝑖𝑖 = 1 (i.e., loans 
that are current in time t), the BNL models for each conditional transition probability, 𝑝𝑝1𝑖𝑖, for 𝑗𝑗 = 2,..,6, 
are: 
 

 𝑝𝑝1𝑖𝑖 =
exp (𝛼𝛼1𝑖𝑖+𝛽𝛽1𝑖𝑖

` 𝑋𝑋1𝑖𝑖)

1+exp (𝛼𝛼1𝑖𝑖+𝛽𝛽1𝑖𝑖
` 𝑋𝑋1𝑖𝑖)

    for each 𝑗𝑗 =  2,3,..,6     (10) 

 
(Glennon and Nigro, 2005).  Rearranging terms, equation (10) can be rewritten in terms of its 
corresponding odds ratio: 
 
  𝑝𝑝1𝑖𝑖

𝑝𝑝11
= exp�𝛼𝛼1𝑖𝑖 + 𝛽𝛽1𝑖𝑖` 𝑋𝑋1𝑖𝑖�   for each 𝑗𝑗 =  2,..,6     (11) 

 
where 𝑝𝑝11 = 1 − 𝑝𝑝1𝑖𝑖.  In other words, we restate the relationship between the covariates and the transition 
probabilities in terms of the probability a loan in state 1 in time 𝑡𝑡 will migrate to state 𝑗𝑗 in time 𝑡𝑡+1 relative 
to remaining in state 1 in time 𝑡𝑡+1.  
 
For those cases in which it is not practical to model the 𝑝𝑝1𝑖𝑖 conditional on 𝑋𝑋1𝑖𝑖 (denoted 𝑗𝑗 = 𝑗𝑗0), we use an 
intercept only specification in equation (11).   
 
Combine the binary logistic models into a multinomial logistic model for the 𝑖𝑖th row by first computing 
the sum (Grimshaw and Alexander, 2011):    
 
   𝑑𝑑𝑖𝑖=1 = 1 + ∑ exp (𝛼𝛼1𝑖𝑖 + 𝛽𝛽1𝑖𝑖` 𝑋𝑋1𝑖𝑖,𝑘𝑘)𝑖𝑖≠𝑖𝑖,

𝑖𝑖≠𝑖𝑖0
+ ∑ exp (𝛼𝛼1𝑖𝑖)𝑖𝑖≠𝑖𝑖,

𝑖𝑖=𝑖𝑖0
     (12) 

 
and then calculating each of the conditional transition probabilities for row 𝑖𝑖=1 as: 
 

 𝑝𝑝1𝑖𝑖 =
exp (𝛼𝛼1𝑖𝑖+𝛽𝛽1𝑖𝑖

` 𝑋𝑋1𝑖𝑖,𝑘𝑘)

𝑑𝑑𝑖𝑖=1
  for all 𝑖𝑖 ≠ 𝑗𝑗 and 𝑗𝑗 ≠ 𝑗𝑗0 

 
 𝑝𝑝1𝑖𝑖 = exp (𝛼𝛼1𝑖𝑖)

𝑑𝑑𝑖𝑖=1
   for all 𝑗𝑗 = 𝑗𝑗0      (13) 

  
 𝑝𝑝11 = 1

𝑑𝑑𝑖𝑖=1
   for 𝑖𝑖 = 𝑗𝑗 

 
11 For example, it is unlikely the factors influencing the probability of transitioning from current to 30dpd are the 
same as those influencing the probability of transitioning from current to prepay; or, that the same factors influencing 
the transition from 30 dpd to current are the same as those from 30 dpd to 60dpd. 
12  There are thousands of loans in our data that transition from current in time 𝑖𝑖 to 90dpd in time 𝑖𝑖+1: too many to 
ignore and delete (especially because many of those loans eventually default), but very difficult to explain much less 
model the conditional transition probability.    
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The method developed to calculate the transition probabilities in equation (13) is then applied to calculate 
the transition probabilities for rows 2, 3, and 4 of the transition matrix conditioned on the 𝑖𝑖, 𝑗𝑗-specific set 
of factors (𝑋𝑋𝑖𝑖𝑖𝑖).13 
 
 
3.3  Model Construction and Estimation of the Transition Probabilities 
 
The payment history of an individual borrower can best be portrayed as a sequence of events leading up 
to either full payment or default. The monthly delinquency status is a record of when the events of interest 
– especially for the interim past due events – take place over the life of the loan. As such, time is surely a 
key factor in identifying the cause of the events either directly through the process in which borrowers 
reveal their ability to manage their debts, or indirectly through their exposure to unexpected shocks 
resulting from changes in economic conditions or personal circumstances.  Because the events (i.e., 
payment status) in our data are observed monthly, the events occur at discrete points in time.  For those 
reasons, we model the transition probabilities in equation (13) using a discrete-time event history approach 
(Allison, 1982). 
 
Under a discrete-time event-history approach, the number of observations per loan is expanded to one 
observation for every month the loan is active. For each BNL model, the dependent variable is defined as 
𝑌𝑌𝑖𝑖𝑖𝑖 = 0, if 𝑗𝑗 = 𝑖𝑖; and 𝑌𝑌𝑖𝑖𝑖𝑖 = 1, if 𝑗𝑗 ≠ 𝑖𝑖.  For example, the dependent variable for the BNL transition probability 
model 𝑝𝑝𝑐𝑐,𝑝𝑝– i.e., from current to prepay – is 𝑌𝑌𝑐𝑐,𝑝𝑝 = 0, if in month t, a loan that is current remains current in 
time t+1, and 𝑌𝑌𝑐𝑐,𝑝𝑝= 1, if in month 𝑡𝑡, a loan that is current is prepaid in time 𝑡𝑡+1.  Under this design, a loan 
that is current each month over the first 23 months on book and prepays on the 24th month would contribute 
24 observations to the sample of which 𝑌𝑌𝑐𝑐,𝑝𝑝= 0 and one, the last one, 𝑌𝑌𝑐𝑐,𝑝𝑝 = 1.    
 
For each event type in equation (13), we used the event-history sample design, to estimate the (𝑖𝑖, 𝑗𝑗)-specific 
BNL model by eliminating from the sample the observations in which event 𝑗𝑗′  (≠ 𝑗𝑗) occurs.  As a result, 
each binomial logit (BNL) model, 𝑝𝑝𝑖𝑖𝑖𝑖, is estimated using only the observations in which the transition to 
event 𝑗𝑗 or no transition event occur (Allison, 1995) as a function of time/months-on-book (age), time 
invariant loan-/borrower-specific factors (𝑤𝑤𝑖𝑖𝑖𝑖,𝑘𝑘), and time-varying factors (𝑥𝑥𝑖𝑖𝑖𝑖,𝑘𝑘,𝑡𝑡 , 𝑣𝑣𝑖𝑖𝑖𝑖,𝑡𝑡) (e.g., Smith, et al, 
1996; IFE, 2007; and Molina Utrilla and Constantinou, 2010).14 The advantage of this approach is it allows 
us to focus on the factors that have the greatest impact on the specific event being modeled. 
 

 
 13 We identified two conditional transition probabilities – 𝑗𝑗0 = {𝑝𝑝𝑐𝑐,90 ,𝑝𝑝𝑐𝑐,𝑑𝑑} – for which a conceptually sound rational 
for modeling the transition probabilities as a function of a loan-/borrower-specific and economic factors does not 
exist. 
14 This adjustment is necessary to align the sample to reflect the true exposure-at-risk to event 𝑗𝑗 before estimating the 
BNL probability of migrating from state 𝑖𝑖 in time t to state 𝑗𝑗 in time 𝑡𝑡+1. If we assume that event 𝑗𝑗′ takes place at the 
beginning of the month in which it occurs, then the borrower that experiences event 𝑗𝑗′is no longer at risk of 
experiencing event 𝑗𝑗 in that month and, therefore, that observation should not be included in the sample used to 
estimate the 𝑝𝑝𝑖𝑖𝑖𝑖 model (Allison, 1982, 1992).  More specifically, the discrete-time sample used to estimate the BNL 
model for 𝑝𝑝𝑐𝑐,30 would include all the monthly observations in which the borrowers are current in time t and either 
become 30dpd or remain current in time 𝑡𝑡+1.  If in time t the borrower is current, but prepays in time 𝑡𝑡+1, the 
borrower is no longer at risk to migrate to 30dpd in month 𝑡𝑡+1.  For that borrower, the observation in which borrower 
migrates to prepayment status is excluded from the sample used to estimate the BNL model for 𝑝𝑝𝑐𝑐,30. 



11 
 

The estimated BNL conditional transition probabilities are reported in Table 5.15  Although the 
specification of the BNL models are, in general, consistent with those found in the literature (e.g., Molina 
Utrilla and Constantinou, 2010; Smith, et al, 1996; and IFE, 2007), we use only covariates that are either 
static and known at time of origination, or vary over time in known (i.e., loan age) or predictable ways 
(i.e., LTV, selected economic/market variables).  That restriction will allow us to evaluate the out-of-time 
forecast accuracy of our approach without using information that, in practice, would not be known or could 
not be forecasted by internal or external sources.16  This restriction may result in our intentionally 
excluding specific variables commonly used in practice to model payment behavior.  For example, a 
borrower’s current credit score is often used as the most up-to-date summary of the borrower’s overall 
credit quality; however, because future/out-of-time values of the current credit score are unknowable at 
time of forecast, we do not include the borrowers’ current credit score in our specification of the transition 
probability models.   
 
The macroeconomic variables are measures of the overall financial health of the economy and the 
mortgage market and are included to capture the effects of changes in systematic economic conditions on 
borrower behavior.  It is unlikely that those changes have instantaneous effects and that the impact from a 
change in the systematic factors is likely to affect behavior as the impact of a change accumulates and is 
transmitted/propagates through the market over time (Malik and Thomas, 2012). We do, however, 
constrain the lag structure to include only a three- and a six-month lag of the macroeconomic variables to 
capture the cumulative effects over a reasonable length of time without introducing a large number of 
additional factors to the model as the length of the lag structure grows.   
 
The binomial logistic regression results for each loan-level transition probability model (𝑝𝑝𝑖𝑖𝑖𝑖) for the full 
sample (i.e., 2004 thru 2011) are reported in Tables 5a and 5b.  In general, the individual BNL models 
perform reasonably well at predicting the conditional transition probabilities as reflected in the relatively 
low Brier Scores and moderate to high AUC values, especially for the prepayment and default models 
(i.e., 𝑝𝑝𝑖𝑖,𝑝𝑝and 𝑝𝑝𝑖𝑖,𝑑𝑑 models).   
 
The specifications of the models are generally consistent with those of Smith, et al. (1996), Grimshaw and 
Alexander (2011), and Molina Utrilla and Constaninous (2011).  Moreover, the results in Table 5 support 
the conclusions of Crook and Banasik (2012), Demyanyk and Van Hemert (2011), and Crouhy, et al. 
(2008) that macroeconomic and market conditions play an important role in explaining borrowers’ 
repayment behavior as reflected in the large percentage of models in which the estimated parameters for 
the macroeconomic variables are statistically significant (in bold).17  
 
A key feature of the conditional transition matrix approach is the estimated transition probabilities are not 
only loan specific, but also time specific. To illustrate, we randomly selected two loans (neither of which 

 
15 For each row 𝑖𝑖, there are 𝐽𝐽 possible events for which we can generate 𝐽𝐽-1 independent BNL models in which each 
𝑝𝑝𝑖𝑖𝑖𝑖 is the probability the loan migrates to the 𝑗𝑗𝑡𝑡ℎ(≠𝑖𝑖) outcome (i.e., event) rather than the 𝑖𝑖𝑡𝑡ℎ (i.e., non-event).  The 
𝑖𝑖𝑡𝑡ℎ outcome is defined to be the ‘non-event’ for estimation of all the BNL models. Using the condition that ∑ 𝑝𝑝𝑖𝑖𝑖𝑖

𝐽𝐽
𝑖𝑖=1 =

1, we estimate the transition probability of remaining in the current state (i.e., 𝑗𝑗 = 𝑖𝑖) as: 𝑝𝑝𝚤𝚤𝚤𝚤� = 1 −  ∑ 𝑝𝑝𝚤𝚤𝚤𝚤�
𝐽𝐽
𝑖𝑖≠𝑖𝑖 .   As a 

result, there are only 20 BNL models estimated in Table 5. 
16 Although we do not have access to out-of-time forecasts of the macroeconomic variables – i.e., unemployment 
rate, industrial production index, housing affordability index – or market variables – i.e., HPI, we include them 
knowing that forecasts of these variables are readily available in the market through third-party data providers and 
are commonly used in practice in the development of loss forecasting and stress testing models. 
17 We tested the joint hypothesis that the coefficients on the macroeconomic and market variables are all zero – i.e., 
𝐻𝐻0: 𝛽𝛽𝑧𝑧  =  0, for all v𝑡𝑡 using a likelihood ratio test −2[𝑙𝑙𝑛𝑛𝑀𝑀𝑟𝑟 − 𝑙𝑙𝑛𝑛𝑀𝑀]~𝒳𝒳𝑑𝑑𝑑𝑑−𝑑𝑑𝑑𝑑𝑟𝑟

2  where 𝑙𝑙𝑛𝑛𝑀𝑀 is the ln likelihood of the 
full model and 𝑙𝑙𝑛𝑛𝑀𝑀𝑟𝑟 is the ln likelihood of the restricted (i.e., no macro variables) model – the restricted model is 
nested within the full model.  The joint hypothesis is rejected for all the BNL models.  
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defaults or prepays over the full sample period) from the subset of current loans as of December 2004. We 
track the estimated, loan-specific monthly conditional transition probabilities from December 2004 
through December 2011 that were generated from the regression models in Table 5a and 5b.  
 
The initial values for the covariates of both borrowers are summarized in Table 6.  Both loans were 
originated in 2003; neither was identified as a jumbo, alt-A, nor subprime loan; both were fully 
documented, and were used to refinance an existing mortgage.  Although borrower B has a lower FICO 
score at origination (i.e., 628 vs 665), borrower B has a much lower LTV at origination (i.e., 53%) 
compared to borrower A’s hybrid ARM loan with an LTV at origination of 80%.  Borrower B borrows an 
amount (at origination) that is roughly half the amount of borrower A. Moreover, borrower B has a lower 
interest rate (7.4%) that is fixed over the life of the loan versus borrower A, who has a hybrid ARM loan 
with an original higher interest rate (7.9% at origination).  The spread over the 30-yr Fixed Mortgage Rate 
on Loan B is lower, which suggest the market likely views borrower B as relatively less risky than 
borrower A.  
 
The delinquency histories plotted in Figure 2a are consistent with that conclusion.  Borrower B remains 
current in all 96 months between January 2005 and December 2011.  Borrower A, however, is at least 30 
dpd in 20 of the 96 months, at least 60 dpd in eight and as high as 90 dpd in two of the 96 months.  Those 
results suggest that, even though both borrowers are current at the beginning of the observation period and 
have similar risk profiles at origination, the actual payment behavior varies significantly over time in ways 
that is consistent with borrower A being the more risky borrower:  a result that should be reflected in the 
time path of the estimated conditional, loan-level, transition probabilities over a mix of economic 
conditions. 
 
In Figures 2b – 2k, we plot a selected subset of the estimated monthly transition probabilities for both 
borrowers over the full sample period.  We include the unconditional maximum likelihood estimator 
(MLE) in each of the graphs as a baseline for comparison purposes. We focus primarily on the relative 
relationship between the time paths of the 𝑝𝑝𝑖𝑖𝑖𝑖s of (1) the off-diagonal transition probabilities (i.e., the 
𝑝𝑝𝑖𝑖,𝑖𝑖−1 and 𝑝𝑝𝑖𝑖,𝑖𝑖+1), which reflect the transitions to a better or worse state, and (2) the transitions to default 
𝑝𝑝𝑖𝑖𝑑𝑑.  In general the relative location of the time paths of the 𝑝𝑝𝑖𝑖𝑖𝑖s are consistent with the observation that 
borrower B is less risky as reflected in the significantly higher probability of remaining current over the 
full sample (i.e., Figure 2b) and the 𝑝𝑝𝑖𝑖,𝑖𝑖+1 (𝑝𝑝𝑖𝑖,𝑖𝑖−1) curves that are systematically above – i.e., Figures 2d, 
2g, and 2j  (below – Figures 2c, 2e, and 2h) – those of borrower A.  More specifically, although the paths 
of the transition probabilities are consistent with the changing economic conditions and time-varying loan 
and borrower-specific conditions, borrower B is relatively more (less) likely to recover (further decline) 
from one or more missed payments over all time periods.  Moreover, borrower B is less likely to transition 
to default over the sample period as reflected in the relatively lower time path of the 𝑝𝑝𝑖𝑖𝑑𝑑s in Figures 2f, 2i, 
and 2k.   
 
We also plotted the time paths from each state 𝑖𝑖 to prepayment for both borrowers in Figure 3.  Borrower 
B is relatively more likely to transition from states 2, 3, and 4 (i.e., 30dpd, 60dpd, and 90dpd) in time 𝑡𝑡 to 
prepay in time 𝑡𝑡+1 over all time periods than borrower A; the exception is the transition from state 1 (i.e., 
current) to prepayment, in which the results are mixed. 
 
The time path plots in Figures 2 and 3 are consistent with the expectation that the estimated conditional 
transition probabilities in Table 5 vary significantly over time due to changes in loan-/borrower-specific 
and economic conditions.  Moreover, the estimated conditional transition probabilities capture the relative 
riskiness of the borrowers as reflected in the relative location of the time path of the 𝑝𝑝𝑖𝑖𝑖𝑖s in Figure 2. 
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In Figures 4 and 5, we generalize the results of the analyses of the time paths of the transition probabilities 
of two specific individual borrowers to that of the monthly average 𝑝𝑝𝑖𝑖𝑖𝑖s for the full sample relative to the 
unconditional MLE (time invariant) transition probabilities. Similar to the results for the time path of the 
loan-specific transition probabilities, the monthly averages for the full sample vary significantly over time 
even after accounting for a considerable amount of seasonal (month-specific) variation. It is, however, the 
trend in the time paths of the off-diagonal transition probabilities over a mix of economic conditions that 
is most important for our purpose.   
 
During a decline in economic conditions, we would expect to observe (1) a decrease in the likelihood a 
delinquent account would transition to a lower delinquent state, and (2) an increase in the likelihood a 
delinquent account would transition to a higher delinquent state.  That is, we should observe, during a 
downturn, a downward (upward) time trend in the monthly time path of the 𝑝𝑝𝑖𝑖𝑖𝑖(t) for all 𝑖𝑖 > 𝑗𝑗 (𝑖𝑖 <𝑗𝑗).18   
 
In Figure 4b - g, we plot the trends in the transition probabilities from higher to lower delinquency states 
(i.e., 𝑖𝑖 > 𝑗𝑗; Figures 4.c, 4.e, and 4.g) and from lower to higher delinquency states (i.e., 𝑖𝑖 <𝑗𝑗; Figures 4.b, 
4.d, and 4.f) during the 2008-2010 crisis and post-2010 recovery periods.19  For the most part, the results 
are consistent with expectations (see E(∆𝑝𝑝𝑖𝑖𝑖𝑖) in Table 7).  Only the trend in the time path for 𝑝𝑝34 during 
the 2008-10 downturn is clearly inconsistent with expectations. Moreover, the trends in the time paths for 
𝑝𝑝43 during the downturn (2008-10) and 𝑝𝑝21 during the post-2010 recovery display no apparent trend (i.e., 
the graphs reveal no definitive upward or downward trend), and there is too much variation in the time 
path of 𝑝𝑝12 during the post-2010 recovery period to identify a trend.  For the remaining eight possibilities, 
the trend in the time paths are consistent with our expectations.   
 
The plots in Figures 5a-c, however, clearly show a downward trend in the time paths of the transition 
probabilities from each of the delinquency states (i.e., 𝑖𝑖 = 2, 3, and 4) to default (𝑗𝑗=6) over both the 2008-
2010 crisis and post-2010 recovery periods.20 Although the downward trend in the time paths to default 
during the post-crisis period is consistent with our expectations that the likelihood of transitioning to 
default during an recovery should decline as the economy improves, the downward trend in the time path 
of the transition probabilities 𝑝𝑝𝑖𝑖6 for i=2,..,4, during the crisis is counterintuitive. The observed trend is 
most likely reflecting the dramatic increase in the average age of the loans in the portfolio in our data 
following the huge decline in new loans added to the MBS Data pool of securitized mortgages beginning 
around early-2008 (see the trend in the age distribution in Table 8), which in its self would lower the 
likelihood of transitioning to default, but would also likely increase the percentage of loans with larger 
equity positions to avoid default even from higher initial delinquency states. 
 
In this section, we outline the design of a 1st-order Markov transition model in which the transition 
probabilities are conditional on loan/borrower-specific characteristics and economic/market conditions.  
We estimated the transition model using a large pool of securitized single-family, owner occupied, non-
agency mortgages and find that, overall, the conditional Markov model holds up well both statistically and 
conceptually over a mix of economic conditions including the 2008-10 crisis period when evaluated on 
the (in-)sample data. 
 

 
18  Conversely, we would expect during an upturn that the trend in the monthly time path of the 𝑝𝑝𝑖𝑖𝑖𝑖(t) for all 𝑖𝑖 > 𝑗𝑗 (𝑖𝑖 
<𝑗𝑗) would decline (increase).  
19 The crisis and post-crisis recovery periods are identified by the dates between the two, and above the rightmost, 
vertical reference lines in each graph, respectively. 
20 As noted above in Section III.b, it is not practical to model all the transition probabilities (𝑝𝑝1𝑖𝑖) conditional on the 
𝑋𝑋1𝑖𝑖. In some cases, conceptually sound rational for modeling the transition probabilities does not exist. The transition 
probability from state 𝑖𝑖 =1 (i.e., current) in time t to state 𝑗𝑗=6 (i.e., default) is one such case. For that reason, we do 
not estimate the conditional transition probability from state 𝑖𝑖 =1 to 𝑗𝑗=6 nor report a time path for 𝑝𝑝16 in Figure 5. 
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3.4. Assessing Forecast Accuracy 
 
In this section, we evaluate the out-of-time forecast accuracy of the conditional transition matrix using the 
conditional MLE-based transition matrix as a benchmark. We assess the accuracy of the models based on 
their ability to predict the cumulative, 24-months ahead default and prepayment rates for the December 
2011 cohort: a forecast design similar to that used in practice for loss forecasting, stress testing, and 
portfolio valuation purposes. We forecast the cumulative default and prepayment rates from January 2012 
through December 2013 for all active loan as of December 2011 (𝑍𝑍0) using (1) the simple Markov process 
summarized in eq (3) in which the maximum likelihood estimators of the unconditional transition 
probabilities are used and (2) the process summarized in eq (7) in which the multinomial models are used 
to generate the conditional transition matrices 𝑃𝑃𝑖𝑖𝑖𝑖,(𝜏𝜏,𝜏𝜏+1) for each month 𝜏𝜏, 𝜏𝜏 =0, 1, …, 23 over the forecast 
period.21  
 
We compare the forecasted cumulative default and prepayment rates derived from both the unconditional 
and conditional transition matrices relative to the actual cumulative default and prepayment rates over the 
24-month forecast period. The out-of-time forecast of the default and prepayment rates are summarized in 
Figure 6.  The forecasts derived from the unconditional MLE transition matrices are relatively poor 
especially compared to those using the conditional transition matrices. Both the cumulative default and 
prepayment rates using eq (3) over predict actual rates over the 24-month forecast horizon; and in both 
cases the forecasts appear to diverge from the actual values as the forecast period increases. In contrast, 
the forecasted default rates derived from the conditional transition matrices (eq (7)) closely follow the 
actual default rates only slightly over predicting the default rate towards the end of the forecast period; 
and although the conditional transition matrices under predict the prepayment rates, they are significantly 
more accurate than the forecast from the unconditional transition matrix.    
 
In addition to the visual comparison of the forecasted default and prepayment rates, we also compute the 
𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics for each event by model type.22  The  𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics derived from the forecasts 
generated using the unconditional transition matrix in eq (3) – 0.669 for defaults and 0.891 for prepayments 
– are much higher than those generated from the forecasts using the conditional transition matrices in eq 
(7) – 0.123 for defaults and 0.271 for prepayments – supporting the conclusion that the forecasts based on 
the conditional transition matrix approach are much more accurate. 
 
We recognize that our use of the historical values of the macroeconomic variables – information not known 
at time of forecast – over the out-of-time forecasts horizon surely improves the accuracy of the conditional 
forecasts that would only be realized in practice if the forecasts of the macroeconomic variables are 
themselves accurately predicted over the forecast period. Unfortunately, we do not have access to 
forecasted values of the macroeconomic and market variables. For that reason, we follow the literature 
(Malik and Thomas, 2012; Bellotti and Crook, 2013a) and use the actual values of the macroeconomic 
variables over the forecast period to illustrate that potential benefits of using conditional transition matrices 
under the best possible conditions.    
 
Our results show that indeed the transition matrix constructed using the conditional transition probabilities 
outperforms the unconditional MLE transition matrix approach: not an unexpected result given that the 

 
21  The conditional transition matrices used were derived using the actual values for the macroeconomic and market 
variables used to forecast the conditional transition probabilities and overstate the accuracy of the conditional model 
that, in practice, would have to use forecast of the macroeconomic and market variables, which would introduce error 
that are likely to reduce the overall accuracy of the models.  Unfortunately, we do not have access to forecasted 
values of the macroeconomic and market variables. 
22 A Theil-U statistic closer to 0 indicates greater forecasting accuracy 
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MLE approach constructed over the full sample effectively averages out the variation in the 𝑝𝑝𝑖𝑖𝑖𝑖’s over a 
mix of economic conditions to produce a more through-the-cycle (TTC) type estimate of the transition 
probabilities. If, however, we estimate the unconditional MLE transition matrix using more recent monthly 
data, say, the payment behavior from the previous three years, the unconditional transition probabilities 
may better reflect the economic conditions driving the migration behavior over the forecast period.   
 
In Figure 7, we compare the forecasts using (1) the unconditional MLE transition matrix based on the full 
sample (2004-2011), (2) the conditional transition matrices (2004-2011), and (3) the MLE unconditional 
transition matrix base on the most recent 3-year period (2009-2011).  The accuracy of the out-of-time 
forecasts of the prepayment rate improves significantly as reflected in the much lower 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistic 
(0.064) when using only the most recent three years of performance history to construct the unconditional 
transition matrix. On the other hand, the accuracy of the forecasted out-of-time default rate decreases 
significantly as reflected in the much higher 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistic (0.845): over predicting the default rate (i.e., 
forecast: 21.7%) by nearly twice the actual default rate of 11.3% after 24 months.  
 
The results in Figure 7 indicate that by reducing the observation period used to construct the MLE 
transition probabilities to a relatively short timeframe that better reflect the current and future economic 
condition may improve the forecast accuracy of the unconditional Markov model.  This is likely to be true 
during periods of economic and market stability.  We will test this hypothesis below by comparing the 
out-of-time forecast accuracy of the conditional against the unconditional (based on the most recent 3-
years of data) transition matrices over several selected sub-periods reflecting economic conditions leading 
up to, during, and after the 2008-10 financial crisis.  
 
 
3.5. Path-Depend Process: Second-order Markov Model   
 
The conditional transition matrix model developed in the previous section maintains the assumption that 
the migration process is not “path dependent”.  That is, conditional on the realized values for the time-
dependent factors in time 𝑡𝑡, information about the previous delinquency states in, say, 𝑡𝑡-1, 𝑡𝑡-2…𝑡𝑡-k, does 
not affect the estimates of the current transition probabilities. It is possible, however, that the likelihood 
of migrating to a higher delinquency state in 𝑡𝑡+1 depends not only on the loan/borrower, market 
conditions, and delinquency status in time 𝑡𝑡, but also the delinquency states in previous time periods, e.g., 
𝑡𝑡-1.  In that case, knowledge of the history of the borrower’s delinquency status may improve model 
performance if the process is better represented by a higher-order Markov chain.  
 
More specifically, we introduced time-varying factors and macroeconomic variables (i.e., systematic 
factors) into the model to indirectly capture the impact of broadly observed trends in economic conditions. 
They may not, however, capture all the borrower-specific information necessary to estimate the probability 
of the transition in time 𝑡𝑡+1 (Malik and Thomas, 2012). For that reason, we investigate the possibility that 
the migration process is path dependent by augmenting the specification of the BNL models with dummy 
variables that indicate the lagged delinquency status of each borrower as of time 𝑡𝑡-1 as time dependent 
covariates.  In that way, we proxy a second-order Markov process using the lagged transition states as 
conditioning variables. More specifically, we introduce four additional indicator variables 𝑆𝑆𝜏𝜏 (𝜏𝜏= 1, 2, 3, 
4) in which 𝑆𝑆𝜏𝜏 = 1 if the borrower is in state 𝜏𝜏 in the previous time period, 𝑡𝑡-1, and 0 otherwise to the set 
of covariates in Table 5,23 and test the assumption that borrower’s payment behavior over a mix of 
economic conditions follows a 1st-order of the Markov process.   
 

 
23 For example, in the BNL model for the transition probability of migrating from 30 dpd state in time 𝑡𝑡-1 to state 60 
dpd in time 𝑡𝑡, when the mortgage was current in time 𝑡𝑡-2 is: 𝑝𝑝30,60 = 𝑓𝑓(𝑤𝑤𝑘𝑘 , 𝑥𝑥𝑘𝑘,𝑡𝑡 , 𝑣𝑣𝑡𝑡 ,Σ) where 𝛴𝛴 = [1 0 0 0] and 
𝑤𝑤𝑘𝑘 , 𝑥𝑥𝑘𝑘,𝑡𝑡 , 𝑣𝑣𝑡𝑡 are defined above. 
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Because our primary purpose is to evaluate the application of the Markov framework to forecast losses 
over a mix of economic conditions, the in-sample analysis is only a first step in assessing the feasibility of 
using a Markov state transition approach for stress-testing or reserving purposes especially as market 
conditions are expected to change over the forecast period.  In the next section, we evaluate the out-of-
time forecast accuracy of the Markov state transition model outlined above to determine if allowing the 
transition probabilities to adjust to changing conditions over time improves forecast accuracy or decreases 
accuracy through the compounding of errors.  Moreover, we evaluate the potential impact of modeling the 
migration process as a 2nd-order Markov process on the out-of-time forecast accuracy.  
 
 
4.  Forecasting Performance over the Economic Cycle  
 
There is always a concern that our results are sample-specific. To address this concern, we estimate the 
conditional transition matrices over five sub-periods of our sample and assess the out-of-time accuracy of 
the forecasts for various end-of-period cohorts from 2006 thru 2011. We isolate the impact of incorporating 
economic conditions on borrower payment behavior by maintaining a common model specification, 
𝑋𝑋𝑖𝑖𝑖𝑖,𝑘𝑘(𝑡𝑡|𝑇𝑇) = {𝑤𝑤𝑘𝑘 , 𝑥𝑥𝑘𝑘(𝑡𝑡), 𝑣𝑣(𝑡𝑡)}𝑖𝑖𝑖𝑖, for each transition probability 𝑝𝑝𝑖𝑖𝑖𝑖 conditioned on data from January 2004 
until the end of each year from 2006 through 20011: 
 
 𝑝𝑝𝑖𝑖𝑖𝑖(𝑡𝑡|𝑇𝑇) = 𝑓𝑓�𝑋𝑋𝑖𝑖𝑖𝑖(𝑡𝑡|𝑇𝑇)� 
 
for all 𝑇𝑇 = 200612, 200712, …, 201112.  For example, the first sub-sample begins in January 2004 and 
ends in December 2006 with an out-of-time forecast period from January 2007 through December 2008 
using the delinquency distribution (𝑍𝑍𝑡𝑡=0) for the cohort of active loans as of December 2006; the second 
sub-sample begins in January 2004 and ends in December 2007 with an out-of-time forecast period from 
January 2008 through December 2009 using the delinquency distribution of active loans as of December 
2007; and so on through 2011.    
 
Each of the sub-sample models are developed using the same specification outlined in Table 5 to isolate 
the impact of increasing the sample with an additional 12 months of data.  The objective is to capture the 
changes in market conditions on payment behavior over the financial cycle. We report the 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistic 
for the 24-months out-of-time forecasts of the performance distribution in Table 9 for each of the sub-
samples. The results for the unconditional model (i.e., eq (3)) are based on the MLE of the transition 
probabilities using the most recent three-year performance period.  We also report the statistics for the 
forecasts of the performance distribution (𝑍𝑍𝜏𝜏) using the BNL regression results to calculate the conditional 
transition probabilities used in eq (7) for models that both include and exclude macroeconomic variables.  
Similarly, we report the 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics for a 2nd-order Markov model outlined above using the 
forecasted delinquency distribution Sτ for each loan in time 𝑡𝑡-1 to forecast the delinquency distribution in 
time 𝑡𝑡 +1.  
 
For loss forecasting purposes, the accuracy of the default and prepayment predictions are of most interest.  
For that reason, we focus primarily on the relative accuracy of the out-of-time forecasts of the default and 
prepayment rates by model type for each of the sub-samples. We first compare the forecast accuracy of 
the 1st-order Markov model to the unconditional model.  For five of the six sub-samples the modeling 
approach in which the transition probabilities are conditional on loan/borrower-specific characteristics and 
macroeconomic variable, the 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics are significantly lower than those derived from (1) 
conditioning on loan/borrower-specific characteristics only and (2) the unconditional models.  The 24-
month forecasts of the default rate for the 200912 cohort (forecast horizon: 2010-11) is only slightly less 
accurate (𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈: 0.2244) than the model in which the transition probabilities are conditional on 
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loan/borrower-specific characteristics only (𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈: 0.1882); and, the prepayment rate for the 201112 
cohort (forecast horizon: 2012-13) is the least accurate among the three methods (𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈: 0.2706).  
 
Similar to the results for the 1st-order Markov model, including the macroeconomic variables in the 2nd-
order Markov model improves forecast accuracy.  More interestingly, the forecast accuracy of the 1st-order 
order (including macro variables) and the 2nd-order (including macro variables) conditional prepayment 
models are nearly the same across the six sub-samples.  The 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics are very similar with the 1st 
order model is slightly more accurate at forecasting the prepayment rate for the 200812, 201012, and 
201112 cohorts (i.e.,𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 for 1st-order/2nd-order: 0.0488/0.0505, 0.1605/0.1685, and 0.2706/0.2714) 
and the 2nd-order model slightly more accurate at forecasting the 200612, 200712, and 200912 cohorts 
(i.e.,𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 for 1st-order/2nd-order: 0.2353/0.2313, 0.1061/0.0946, and 0.1829/0.1739). 
 
The relative accuracy of the 1st-order Markov and 2nd-order conditional default models, however, tell a 
different story.  A comparison of the 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 statistics shows that the 1st-order Markov model (including 
macro variables) is more accurate at forecasting the default rate for the 200612, 200712, 200812, and 
201112 cohorts (i.e., 𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈 for 1st-order/2nd-order: 0.3495/0.5040, 0.0208/0.1002, 0.0500/0.1468, and 
0.1229/0.1528) and the 2nd-order model more accurate at forecasting the 200912 and 201012 cohorts (i.e., 
𝑇𝑇ℎ𝑒𝑒𝑖𝑖𝑙𝑙-𝑈𝑈for 1st-order/2nd-order: 0.2244/0.1307 and 0.2544/0.0794).  
 
To better understand the magnitude of the differences in the forecast accuracy of the models, we plot the 
forecasts of the default and prepayment rates against the actual rates for each sub-sample in Figure 8.  The 
graphs suggest that through a period of rapid decline in the housing market (i.e., cohort graphs: 200712 
and 200812 in which the forecast windows span the crisis period: 2008-2009), knowledge of the 
borrower’s previous delinquency states did not improve the forecast accuracy of either the default or 
prepayment models.  However, forecasts through a period in which the market was recovering from the 
housing crisis (i.e., cohort graphs: 200912 and 201012 in which the forecast windows span the post crisis 
period: 2011-2012), knowledge of a borrower’s previous delinquency states generates more accurate out-
of-time forecast of the default rate.   
 
These results provide some support for the hypothesis that, at least in our data, knowledge of previous 
delinquency states may improve the out-of-sample forecasts of the default rate.  These results are not 
conclusive. They suggest additional research on the impact of “momentum” in the transition from earlier 
time periods on the migration probabilities (i.e.., that the order of the migration process is greater than 1) 
is warranted.           
          
 
VI.  Conclusion 
 
The MLE approach is still used to construct conventional unconditional transition matrices in practice, 
although more so for corporate than retail lending purposes. However, an unconditional transition matrix 
is useful only if borrower payment behavior satisfies the assumptions of a Markov chain:  stationary and 
time homogenous. Those are very strong assumptions that are not always consistent with the process we 
wish to model.  If the assumptions do not hold or are inconsistent with the process generating the data, 
predictions and/or out-of-time forecasts generated from the model are unlikely to represent actual 
behavior.  We find that for our sample of first-lien, single-family, owner-occupied mortgages from 2004-
2013 that the assumptions of a Markov chain do not hold and that the 24-month out-of-sample forecasts 
of default and prepayment rates are by-in-large nonstationary.  That is especially true during the periods 
of changing economic conditions (i.e., 2008-2011) and would likely increase significantly if the forecast 
period is extended beyond 24-months (e.g., life-of-loan forecasts).   
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One important benefit of the conditional transition probability approach outlined in this paper is it would 
allow us to analyze the impact of changing macroeconomic and market conditions on the underlying credit 
quality of the loan portfolio for loss forecasting/ALLL, stress-testing, and portfolio valuation purposes.  
Because the transition probabilities adjust to reflect changes in economic and market conditions, the out-
of-time forecast are more likely to closely track actual behavior over the financial cycle.  
 
Our results are consistent with those of Smith, et al., (1996), Betancourt (1999), Moline Utrilla and 
Constantinou (2010), Grinshaw and Alexander (2011) and Leow and Crook (2013) in which they find 
borrowers’ repayment behavior violate the assumptions of a Markov process and who also find that the 
fundamental requirement of time-homogenous condition fundamental to a Markov process is too strong 
an assumption.  Moreover, and more importantly, we find the conditional transition approach generates 
more accurate out-of-time forecasts over a time horizon typically used in practice and performs well during 
periods of changing economic conditions. 
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Table 1:  Loan Distribution and Default Rate by Attribute 

 

Timeframe1 2004-2013 2004-2007 2008-2010 2011-2013

Distribution 
of Loans 

Default 
Rate 

Distribution 
of Loans 

Default 
Rate 

Distribution 
of Loans 

Default 
Rate 

Distribution 
of Loans 

Default 
Rate 

Overall Default Rate 28.0% 9.9% 32.4% 15.9%
Number of observations 1,622,334 1,570,156 752,234 346,917

Loan Type2

  Jumbo 0.2321 21.6% 0.2336 4.8% 0.2824 24.5% 0.2729 12.3%
  Alt-A 0.0119 38.5% 0.0121 14.3% 0.0108 49.8% 0.0078 23.4%

  Subprime 0.2154 40.9% 0.2199 18.6% 0.1827 48.8% 0.1306 26.2%
  Other 0.5547 25.8% 0.5488 8.7% 0.5348 31.3% 0.5938 15.2%

Documentation
  Full 0.4574 26.3% 0.4489 10.4% 0.4410 29.5% 0.4835 14.0%

  No Doc 0.0210 21.6% 0.0212 4.8% 0.0263 22.7% 0.0275 13.5%
  Stated Income 0.1289 40.0% 0.1293 13.1% 0.1332 48.4% 0.1028 23.6%

  Low, Limited, or Reduced 0.1859 28.0% 0.1909 6.6% 0.2162 32.6% 0.2060 16.3%
  Other 0.0668 26.2% 0.0682 6.0% 0.0847 27.7% 0.0846 14.5%

  Missing 0.1399 24.2% 0.1415 12.1% 0.0987 30.1% 0.0956 17.6%
Loan Purpose

  Purchase 0.3736 30.9% 0.3759 12.1% 0.3705 34.9% 0.3424 15.8%
  Refinance 0.6114 26.1% 0.6093 8.4% 0.6121 31.2% 0.6428 15.9%

  Construction 0.0026 31.3% 0.0026 14.9% 0.0026 29.9% 0.0026 14.5%
  Debt Consolidation 0.0027 31.1% 0.0025 11.7% 0.0030 30.8% 0.0031 19.3%

  Other 0.0096 27.2% 0.0097 13.2% 0.0117 19.7% 0.0091 15.6%
Credit Score

  FICO (origination) 665 676/641 663 669/614 679 694/651 695 701/665
     Missing 0.2372 17.8% 0.2422 9.2% 0.1421 24.3% 0.1559 14.1%

     000 - 550 0.0586 40.8% 0.0598 21.0% 0.0440 48.8% 0.0319 26.3%
     550 - 620 0.1607 41.0% 0.1641 17.6% 0.1427 48.8% 0.1017 26.0%
     620 - 680 0.2092 37.3% 0.2120 11.1% 0.2290 43.5% 0.1917 22.0%
     680 - 720 0.1308 29.0% 0.1304 5.5% 0.1662 32.4% 0.1727 16.3%
     720 - 850 0.2035 15.4% 0.1915 2.1% 0.2760 16.3% 0.3461 9.0%

     850 + 0.0000 22.2% 0.0000 4.5% 0.0000 13.6% 0.0000 14.3%
Current Loan-to-Value3

  LTV (origination) 76.9 75.4/80.7 77.0 76.4/82.6 75.4 73.1/80.0 74.2 73.5/78.1
     00 - 60 0.1524 10.4% 0.1526 3.2% 0.2516 9.0% 0.2044 5.9%
     60 - 80 0.4541 25.5% 0.4500 8.3% 0.3699 27.7% 0.3222 10.3%
     80 - 80 0.0957 30.9% 0.0988 11.9% 0.0005 28.6% 0.0002 10.9%
     80 - 95 0.2470 39.6% 0.2508 14.6% 0.2703 48.3% 0.2022 18.7%

     95 - 105 0.0437 40.6% 0.0434 17.0% 0.0750 62.1% 0.0890 23.1%
     105 + 0.0039 59.2% 0.0011 14.9% 0.0304 69.1% 0.1794 30.3%

Loan Characteristics
  Balloon Payment 0.0466 60.4% 0.0467 17.8% 0.0631 60.6% 0.0333 33.0%

  Interest Only 0.2024 32.7% 0.2056 7.7% 0.2409 38.0% 0.2129 18.6%
  Fixed Rate 0.3984 20.8% 0.3871 5.7% 0.4925 19.9% 0.6256 12.0%

  Hybrid ARM 0.3770 35.2% 0.3864 16.8% 0.2420 55.0% 0.1335 29.4%
  Prepayment Penalty 0.4095 40.4% 0.4154 13.9% 0.4292 46.2% 0.3490 23.3%
  Teaser Rate Period 0.4490 33.5% 0.4594 12.4% 0.2885 41.8% 0.0890 19.6%

  Loan Amount (origination) $250,567 $249,988 $274,510 $256,842
  Interest Rate (origination) 7.054 7.109 7.330 6.033

  Spread over 30-yr Fix Mgt Rate 1.040 1.060 1.577 1.298

1 The number of loans observed in each timeframe represents all loans that existed during that period including loans that were originated prior to the start of the time 
frame that are still active and new loans originated durint that period.
2 Because aproximately 1% of the jumbo loans are also altA or Subprime loans, the Loan Type percentages do not sum to 1.0 .
3 The LTV percentages do not sum to 1.0 due to missing values for approximately 0.25% of the loans.
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  Table 2: MLE Transition Matrix (2004-2013) - 𝑷𝑷𝒇𝒇,𝒊𝒊𝒊𝒊   

The unconditional monthly transition probabilities (pij= nij/ni) are derived using  
all active loans from 2004 thru 2013 
 

 
  

States Current 30dpd 60dpd 90dpd Prepay Default
Current 0.9500 0.0337 0.0006 0.0001 0.0156 0.0001
30dpd 0.2762 0.4795 0.2246 0.0035 0.0156 0.0006
60dpd 0.0945 0.1537 0.3559 0.3791 0.0112 0.0056
90dpd 0.0551 0.0290 0.0737 0.2031 0.0110 0.6281
Prepay 0 0 0 0 1 0
Default 0 0 0 0 0 1
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Table 3: Subperiods Unconditional MLE Transition Matrices 
The unconditional monthly transition probabilities (pij= nij/ni) are derived using  
all active loans during the subperiods: 2004 -2007 (pre-crisis), 2008-2010 (crisis), and  
2011-2013 (post crisis).  
 

 
 
  

States Current 30dpd 60dpd 90dpd Prepay Default
Current 0.9450 0.0330 0.0008 0.0001 0.0210 0.0001
30dpd 0.3126 0.4482 0.2054 0.0049 0.0280 0.0009
60dpd 0.1186 0.1851 0.3195 0.3461 0.0230 0.0078
90dpd 0.0646 0.0411 0.0902 0.1639 0.0221 0.6181
Prepay 0 0 0 0 1 0
Default 0 0 0 0 0 1

States Current 30dpd 60dpd 90dpd Prepay Default
Current 0.9509 0.0380 0.0005 0.0001 0.0105 0.0001
30dpd 0.2342 0.4899 0.2677 0.0028 0.0048 0.0005
60dpd 0.0744 0.1249 0.3623 0.4301 0.0033 0.0050
90dpd 0.0469 0.0214 0.0609 0.2188 0.0045 0.6475
Prepay 0 0 0 0 1 0
Default 0 0 0 0 0 1

States Current 30dpd 60dpd 90dpd Prepay Default
Current 0.9643 0.0275 0.0001 0.0000 0.0080 0.0001
30dpd 0.2657 0.5479 0.1820 0.0009 0.0034 0.0002
60dpd 0.0907 0.1561 0.4339 0.3139 0.0036 0.0017
90dpd 0.0636 0.0281 0.0823 0.2407 0.0083 0.5770
Prepay 0 0 0 0 1 0
Default 0 0 0 0 0 1

MLE Transition Matrix (2011-2013)

MLE Transition Matrix (2008-2010)

MLE Transition Matrix (2004-2007)

𝑷𝑷𝟑,𝒊𝒊𝒊𝒊

𝑷𝑷𝟐,𝒊𝒊𝒊𝒊

𝑷𝑷𝟏,𝒊𝒊𝒊𝒊
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Table 4:  Chi-Square Test of Stationarity1 
The results of χ2 tests show that, for each state 𝑖𝑖, the hypothesis of stationarity is rejected over all three 
subperiods 2004-2007, 2008-2010, and 2011-2013 

         
  200401 to 200712   200801 to 201012   201101 to 201312 
         

State i Chi-Sqr p-value  Chi-Sqr p-value  Chi-Sqr p-value 

                 
Current 72588.8 0.0001  238387.4 0.0001  5627364.8 0.0001 
30 dpd 38847.0 0.0001  216555.4 0.0001  814166.9 0.0001 
60 dpd 16139.2 0.0001  96047.7 0.0001  46448.7 0.0001 
90 dpd 6122.0 0.0001  27985.4 0.0001  22971842.0 0.0001 

1 H0: test of pij(t) = pij for all j=1…6; t = 1…36        
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Table 5a:  Binomial Logit Estimates of the Conditional Transition Probabilities (𝑷𝑷𝒊𝒊𝒊𝒊) 

 

Variable Name pc,30 pc,60 pc,90 pc,p pc,d p30,c p30,60 p30,90 p30,p p30,d

Intercept -3.1138 -4.2213 -9.0128 -0.5399 -9.4074 0.0632 -0.3616 -2.8502 5.4327 -2.4012
Months-on-Book [  7 - 12] Months on Book 0.1562 0.0983 0.5381 -0.3718 -0.1817 -0.2625 -0.0233

[13 - 18] Months on Book 0.3310 0.1297 0.7749 -0.5860 -0.2860 -0.4848 -0.0443
[19 - 24] Months on Book 0.4472 0.1746 0.7635 -0.6986 -0.3152 -0.5505 -0.1959 -0.1857
[25 - 36] Months on Book 0.5550 0.1168 0.7958 -0.8570 -0.3856 -0.8806 -0.1353
[27 - 48] Months on Book 0.5518 -0.0077 0.4657 -0.9552 -0.5346 -1.0123 -0.5374
[49 - 60] Months on Book 0.4987 -0.0607 0.3275 -1.0282 -0.6666 -1.0569 -0.8215 -0.3694
[61 +    ] Months on Book 0.6073 -0.0812 0.4952 -1.1245 -0.8286 -1.3036 -0.9200 -0.4738

Loan/Borrower Characteristics 
Loan Type    Jumbo - Loan Type -0.3293 0.1886 0.1305 0.0532 0.1143 0.4136 0.1719 0.4981
Loan Attribute    Prepayment Penalty 0.1494 0.1123 -0.4879 -0.0395 -0.0045 0.0185 -0.5583 -0.0401
Documentation   Full Documentation -0.0128 -0.0796 -0.0885 -0.2457 -0.0947 -0.1626 -0.3742

  No  Documentation 0.0447 0.0266 0.0859 0.0211 0.1444 -0.2226
  Stated Income 0.1621 0.1631 0.0213 -0.0538 -0.0100 -0.0262 -0.0240
  Low, Limited, or Reduced Doc 0.0142 -0.1998 -0.1141 0.0106 0.0145 -0.2291 -0.3899
  Missing Documentation 0.2171 0.5058 -0.1201 0.0213 -0.1167 -0.2546 0.0596

Loan Purpose Loan Purpose - Purchase -0.0321 0.1258 0.0326 0.0379 0.1787 0.1707 -0.1208 0.2633
Loan Purpose - Construction 0.0754 0.2340 -0.1545 -0.1846 -0.2054
Loan Purpose - Debt 
Consolidation

0.0175 -0.0125
Credit Scorea FICO Origination     720 - 800 0.9417 -1.9932 -0.5595 0.4808 0.1146 -0.6669 0.2597 -0.8606

FICO Origination     680 - 720 0.5852 -0.8807 -0.4213 0.2810 0.1863 -0.3834 0.0697 -0.5330
FICO Origination     550 - 620 -0.5655 0.7356 -0.1051 -0.2964 -0.1893 0.1673 -0.3551 0.1571
FICO Origination     000 - 550 -1.5362 1.1936 -0.0231 -0.4557 -0.1433 0.3240 -0.3407 0.3874

Current Loan-to-Value3 Current LTV     60 - 80 0.3595 0.4974 -0.0836 -0.1438 0.1112 0.2237 -0.1628 0.2570
Current LTV     80 - 95 0.5069 0.6657 -0.3791 -0.2511 0.1803 0.2615 -0.4844 0.3217
Current LTV     95 - 105 0.6306 0.6745 -0.8367 -0.3179 0.2766 0.3032 -0.8717 0.2086
Current LTV     105 + 0.8747 0.9077 -1.6058 -0.3865 0.4879 0.3878 -1.1911 0.2267

Loan Characteristics   Balloon Payment 0.2128 0.3707 -0.2029 0.0050 0.2472 -0.2278 0.2361
  Interest Only 0.0685 0.0528 0.2089 0.1459 0.0855 0.1295
  Fixed Rate -0.2111 -0.2260 -0.6363 -0.0748 -0.3121 -0.3382 -0.6130 -0.1785
  Hybrid ARM 0.2065 0.4874 0.3258 -0.0163 0.3139 0.1115 0.2594
  Teaser Rate Period -0.0705 -0.0514 -0.3006 -0.0941 -0.1453 -0.5216 -0.3390 0.1660
  Spread over 30-yr Fix Mgt Rate 0.2216 0.3186 0.1395 -0.0620 0.0237 0.0657 0.0293 0.0826

Macroeconomic Variables
  % Chg Since Origination  %ΔUS HPI(t0 - t) -0.5399 -1.1631 0.2860 -0.0772 -0.8084 0.0545 -1.9056

 %ΔUS Unemployment Rate(t0 - t) 0.1472 -0.0264 -0.0735 0.0892 -0.1630 -0.0818

 %ΔHome Affordability Index(t0 - 
t)

-0.2808 -0.4347 -0.4284 0.2217 0.1439 -1.2692 -1.4105

   3-MonthLlag   US Unemployment Rate(t-3) 0.0692 -0.0048 -0.0173 0.0566
  US HPI(t-3) -0.0257 0.0294 0.0060 -0.0192 -0.0123 0.0543 -0.0105
  Home Affordability Index(t-3) -0.0192 0.0051 -0.0012 -0.0222
  Industrial Production Index(t-3) -0.0375 0.0110 -0.0031 0.0068 0.0346

   6-Month Lag   US Unemployment Rate(t-6) -0.0091 -0.0786 0.0170 0.0167 -0.0491
  US HPI(t-6) 0.0008 0.0286 -0.0242 -0.0058 0.0200 0.0146 -0.0450 0.0131
  Home Affordability Index(t-6) -0.0080 -0.0133 0.0005 -0.0017 0.0069 -0.0181 -0.0084
  Industrial Production Index(t-6) -0.0031 -0.0223 0.0046 -0.0056 0.0058 -0.0721 -0.0709

Seasonal Factor Yes Yes Yes Yes Yes Yes Yes Yes

Brier Score 0.0330 0.0007 - 0.0170 - 0.2240 0.2100 0.0078 0.0312 0.0015
AUC 0.7370 0.8230 - 0.6920 - 0.6020 0.6250 0.7030 0.7950 0.6940

-2[lnLr  - lnL];  H0: β z  = 0, for all z t < 0.001 < 0.001  < 0.001   < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

a Although the FICO score distribution, on average, may be relatively stable, an individual borrower's score may change quickly and significantly over time especially during periods of economic 
stress.  The score as of the origination data may perform well at indicating a borrowe's relative credit quality, however, over time, the score at time of origination is less likely to represent the 
borrower's current expected payment performance.  For that reason, we impose a constant decay function that reduces contribution of the origiantion FICO score each month until it's impact is 
eliminated 60 months after origination. 
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Table 5b:  Binomial Logit Estimates of the Conditional Transition Probabilities (𝑷𝑷𝒊𝒊𝒊𝒊) 

 
 

 
 

Variable Name p60,c p60,30 p60,90 p60,p p60,d p90,c p90,30 p90,60 p90,p p90,d
 

Intercept -0.4354 0.3567 1.2036 7.2657 -0.0646 -1.2254 0.3021 -0.2977 2.4650 0.9976
Months-on-Book [  7 - 12] Months on Book -0.5164 -0.1854 -0.5220 -0.8830 -0.2097 -0.6141 -0.0995 -1.4062 -0.6817

[13 - 18] Months on Book -0.7521 -0.2471 -0.7856 -1.0901 -0.5651 -0.9532 -0.2191 -1.9377 -1.1352
[19 - 24] Months on Book -0.8887 -0.2888 -0.9091 -1.2840 -0.6224 -1.0175 -0.2340 -2.1325 -1.2934
[25 - 36] Months on Book -1.0128 -0.3505 -0.9515 -1.2418 -0.8695 -1.0314 -0.1107 -0.3553 -2.1360 -1.4193
[27 - 48] Months on Book -1.0985 -0.3634 -1.1029 -1.4868 -1.0691 -1.1699 -0.1780 -0.4204 -2.4725 -1.6919
[49 - 60] Months on Book -1.1724 -0.3165 -1.2228 -1.6100 -1.2272 -1.1674 -0.0399 -0.3751 -2.4758 -1.7829
[61 +    ] Months on Book -1.2163 -0.2742 -1.3386 -1.7363 -1.3917 -1.2176 0.0648 -0.2847 -2.5984 -1.9218

Loan/Borrower Characteristics 
Loan Type    Jumbo - Loan Type -0.0885 -0.1470 0.1724 0.1842 0.4057 -0.0720 -0.1860 0.2129 0.1113
Loan Attribute    Prepayment Penalty -0.0600 -0.0182 -0.0514 -0.5054 -0.0117 -0.0196 -0.0948 -0.3940 -0.0420
Documentation   Full Documentation -0.0757 0.0232 -0.1008 -0.2192 -0.1358 -0.2977 -0.1993

  No  Documentation 0.0024 0.0924 0.1077 -0.1849 -0.0814 0.0031 -0.0736
  Stated Income -0.0189 0.0858 0.0522 -0.0796 -0.0805 -0.0693 -0.1353 -0.0640
  Low, Limited, or Reduced Doc -0.1305 -0.0457 0.0663 -0.2117 -0.3158 -0.1208 -0.1250 -0.1010 -0.1860 -0.0308
  Missing Documentation 0.0290 -0.2721 -0.0187 -0.2636 -0.1130

Loan Purpose Loan Purpose - Purchase -0.0613 -0.0060 0.1271 -0.2098 0.1587 -0.1009 0.0544 -0.0363 0.1297
Loan Purpose - Construction -0.1678 -0.1328 0.2355 -0.1037 0.1960
Loan Purpose - Debt Consolidation -0.3177 -0.2858 -0.2385 0.1158 -0.1854 -0.4039

Credit Score FICO Origination     720 - 800 0.4227 0.9784 0.7342 0.4677 -0.2113 1.0452 1.0885
FICO Origination     680 - 720 0.1641 0.5608 0.3648 0.1080 -0.2316 0.5065 0.5906
FICO Origination     550 - 620 -0.4376 -0.0783 -0.4365 -0.3722 -0.3837 -0.0799 -0.5452 -0.5300
FICO Origination     000 - 550 -0.5255 -0.0308 -0.5579 -0.2450 -0.4142 -0.0250 -0.3656 -0.7564

Current Loan-to-Value3 Current LTV     60 - 80 -0.2244 -0.0990 0.0661 -0.4312 -0.2094 -0.1484 -0.1006 -0.5592 0.0921
Current LTV     80 - 95 -0.3644 -0.2100 0.1641 -0.8162 -0.3052 -0.3017 -0.2060 -0.8590 0.1967
Current LTV     95 - 105 -0.4395 -0.3004 0.2361 -0.9866 -0.3549 -0.4014 -0.3056 -0.8235 0.2280
Current LTV     105 + -0.4831 -0.4320 0.3871 -0.9290 -0.2555 -0.5303 -0.3837 -0.5644 0.3791

Loan Characteristics   Balloon Payment -0.1379 -0.0998 -0.0275 -0.2416 0.2013 -0.1050 -0.0816 -0.3298
  Interest Only -0.0920 0.2162 0.0322 -0.1125 0.1085 0.1855
  Fixed Rate 0.1112 -0.1436 -0.2860 -0.1081 0.1059
  Hybrid ARM 0.0477 0.0449 0.0877 0.2786 0.2590 0.2294 0.1162
  Teaser Rate Period 0.0414 -0.1425 -0.2821 -0.1217 0.1280 0.0404
  Spread over 30-yr Fix Mgt Rate -0.0472 -0.0126 -0.0132 0.0501 -0.0465 -0.0326 -0.0065 -0.0178

Macroeconomic Variables
% Change Since Origination  %ΔUS HPI(t0 - t) 0.3929 0.2667 -0.2482 0.2573 -1.3531 0.4862 0.5404 0.4171 1.5687 1.0152

 %ΔUS Unemployment Rate(t0 - t) -0.0815 -0.0858 0.1025 -0.0561 -0.0457 -0.1438 -0.0678 -0.1269 0.0913

 %ΔHome Affordability Index(t0 - t) -1.3776 -0.1673 0.1216 0.3453

   3-MonthLlag   US Unemployment Rate(t-3) -0.0408 -0.0367 0.0344 -0.0475 -0.0789 -0.0455 -0.0370 -0.0228
  US HPI(t-3) 0.0157 0.0039 -0.0277 0.0588 -0.0203 0.0055 0.0684 -0.0371
  Home Affordability Index(t-3) -0.0041 -0.0016 -0.0179 -0.0084 -0.0016
  Industrial Production Index(t-3) 0.0046 0.0098 0.0024 -0.0318 -0.0033 0.0252 -0.0155

   6-Month Lag   US Unemployment Rate(t-6) 0.0257 0.0299 -0.0355 0.0401 0.0510 0.0389 0.0581 0.0138
  US HPI(t-6) -0.0163 -0.0048 0.0273 -0.0506 0.0223 -0.0182 -0.0062 -0.0612 0.0355
  Home Affordability Index(t-6) 0.0002 -0.0028 -0.0216 -0.0008 -0.0049 -0.0139
  Industrial Production Index(t-6) 0.0041 -0.0095 0.0041 -0.0685 -0.0133 0.0483 -0.0178 0.0197

Seasonal Factor Yes Yes Yes Yes Yes Yes Yes Yes Yes
Brier Score 0.162 0.207 0.234 0.030 0.016 0.162 0.106 0.190 0.044 0.174
AUC 0.623 0.596 0.642 0.816 0.691 0.614 0.660 0.610 0.787 0.652
-2[lnLr  - lnL];  H0: β z  = 0, for all z t < 0.001 < 0.001 < 0.001 < 0.001 < 0.001  < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Significant at the 5% level in bold.
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Table 6:  Borrower-Specific Profile at Origination  
A comparison of a selected set of borrower and loan attributes of two 
randomly selected loans from the set of loans that neither defaulted nor 
prepaid over the full sample period.  

 
 
 
 

Table 7: Trend in the Off-Diagonal 𝑷𝑷𝒊𝒊𝒊𝒊𝒊𝒊 
A comparison of the expected impact of changes in economic conditions on the 
off-diagonal transition probabilities, E(∆pij), to the actual changes in the pij, i≠j, 
observed in Figure 4. 

 

Loan  A B

Loan origination date Apr-03 Aug-03
Characteristics

Loan type Other Other
Documentation Full Full
Loan purpose Refinance Refinance

FICO at origination 665 628
LTV at origination 80 53

Mortgage type Hybrid ARM Fixed Rate
Prepayment Penalty Yes No

Teaser Rate Yes No
Loan amount  over $120K Under $75K
Interest Rate 7.88 7.39

Spread over 30-yr Fixed Mtg Rate 2.07 1.09

Figure Trans Prob Trend

2008-10 post 2010
i > J E(Δpij) (-) (+)

4.c p21 (-) (F)
4.e p32 (-) (+)
4.g p43 (F) (+)

2008-10 post 2010
i < J E(Δpij) (+) (-)

4.b p12 (+) (A)
4.d p23 (+) (-)
4.f p34 (-) (-)

E(Δpij) – Expected trend in pij. (-) decreasing, (+) increasing
(A) – Ambiguous: too much variation to determine trend.
(F) – Flat: no trend.
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Table 8:  Age Distribution by Year 
The average age of the loans in our sample increased significantly 
following the large decline in new loans added to the MBS Data  
pool of securitized mortgages beginning 2008 

 
 
 
 
  

Year Mean Median Mode

2004 20.7 13 6
2005 19.9 14 7
2006 21.8 17 9
2007 26.4 22 10
2008 37 33 22
2009 50 46 34
2010 62.9 59 58
2011 75.3 72 70
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Table 9. Theil-U Statistics: 24-month out-of-time forecast 
The 24-month ahead out-of-time forecast of the default and prepayment rates for both the unconditional and 
conditional transition matrices using both a 1st-order and 2nd-order Markov approach with and without including 
systamtic (i.e., macroeconomic) factors are compared to the actual default and prepayment rates for six subperiods 
using a one-year-step-forward sample design (i.e., dev: 2004m01-2006m12, fcst: 2007m01-2008m12; dev: 
2004m01-2007m12, fcst: 2008m01-2009m12; …; dev: 2004m01-2011m12, fcst: 20012m01-2013m12).   

 

Cohort/ Forecast 
Horizon

Development 
Sample

Transition 
Matrix current 30 dpd 60 dpd 90 dpd prepay default

200612

2007-08 2004-06 unconditional 0.0152 0.1582 0.3329 0.4798 0.3277 0.4641

2004-06 conditional 1st -order Markov
  include macro var 0.0134 0.0998 0.1553 0.2654 0.2353 0.3495
  exclude macro var 0.0180 0.1042 0.2898 0.4598 0.3772 0.4981
2nd -order Markov
  include macro var 0.0234 0.1101 0.2038 0.3490 0.2313 0.5040
  exclude macro var 0.0182 0.1610 0.3879 0.5655 0.3706 0.6365

200712

2008-09 2005-07 unconditional 0.0215 0.1753 0.3929 0.5232 1.0516 0.5343

2004-07 conditional 1st -order Markov
  include macro var 0.0370 0.3032 0.1034 0.1408 0.1061 0.0208
  exclude macro var 0.0144 0.0966 0.2390 0.3739 0.6852 0.4179
2nd -order Markov
  include macro var 0.0130 0.2596 0.1015 0.1519 0.0946 0.1002
  exclude macro var 0.0256 0.1001 0.2887 0.4255 0.6841 0.5146

200812

2009-10 2006-08 unconditional 0.0436 0.1261 0.2230 0.2814 0.7183 0.2508

2004-08 conditional 1st -order Markov
  include macro var 0.0311 0.3749 0.1676 0.1609 0.0488 0.0500
  exclude macro var 0.0384 0.1778 0.1088 0.1591 0.2744 0.1056
2nd -order Markov
  include macro var 0.0196 0.3680 0.1786 0.1524 0.0505 0.1468
  exclude macro var 0.0170 0.1384 0.0879 0.1605 0.2811 0.1908

200912

2010-11 2007-09 unconditional 0.1253 0.0812 0.0514 0.1518 0.6701 0.2655

2004-09 conditional 1st -order Markov
  include macro var 0.0802 0.1412 0.2518 0.3776 0.1829 0.2244
  exclude macro var 0.1160 0.1957 0.1943 0.2457 0.4758 0.1882
2nd -order Markov
  include macro var 0.0570 0.1184 0.2164 0.3590 0.1739 0.1307
  exclude macro var 0.0875 0.1577 0.1678 0.2307 0.4833 0.0517

201012

2011-12 2008-10 unconditional 0.1285 0.0704 0.2990 0.6435 0.2721 0.6591

2004-10 conditional 1st -order Markov
  include macro var 0.0454 0.1919 0.3346 0.5083 0.1605 0.2544
  exclude macro var 0.1297 0.3033 0.4115 0.5820 0.4003 0.3472
2nd -order Markov
  include macro var 0.0157 0.1272 0.2271 0.3856 0.1685 0.0794
  exclude macro var 0.1340 0.1751 0.3089 0.5237 0.5079 0.3964

201112

2012-13 2009-11 unconditional 0.0987 0.1280 0.4517 0.9169 0.0638 0.8450

2004-11 conditional 1st -order Markov
  include macro var 0.0168 0.1321 0.2173 0.2573 0.2706 0.1229

   exclude macro var 0.1174 0.3418 0.5184 0.7404 0.2307 0.5584
2nd -order Markov
  include macro var 0.0515 0.0546 0.0813 0.0791 0.2714 0.1528
  exclude macro var 0.0796 0.2384 0.3962 0.5583 0.2413 0.2444

201112

2012-13 2004-11 unconditional 0.2346 0.1876 0.2292 0.4749 0.8914 0.6688

Deliqnency Status
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Figure 1: Distribution of the 2004Q1 Cohort 24-month forecasts using the MLE 
Transition Matrices [Pij|q1:q2] based on the Full, Pre-crisis, Crisis, and Post-crisis 
Subperiods  
The dark blue bars represent the number of active loans (n=72,193) in each state at the start of 2004Q1. 
The yellow bars represent the forecasted distribution of the 2004Q1 cohort 24-months ahead using eq [3], 
𝑍𝑍𝑡𝑡+24 = 𝑍𝑍𝑡𝑡Ρ 24 where P =  𝑃𝑃𝑖𝑖𝑖𝑖|2004:2011.  Similarly, the red, orange, and light-blue bars represent the 
forecasted distribution of the 2004Q1 cohort 24-months ahead using eq 3 with P =  𝑃𝑃𝑖𝑖𝑖𝑖|2004:2007, P =
 𝑃𝑃𝑖𝑖𝑖𝑖|2008:2010, and P =  𝑃𝑃𝑖𝑖𝑖𝑖|2011:2013 respectively. 

 

 
 
 

Figure 2a: Delinquency Status in Time t 
A plot of the delinquency histories of Borrowers A and B.  Borrower B remained current over the 
full sample period (January 2005 thru December 2011); Borrower A, however, was at least 30 
dpd (delq status ≥ 2) in 20 of the 96 months and severely delinquent (delq status > 2) in 8 of the 
96 months. 
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Figures 2b-2k: Plots of the Time Paths of Borrower-Specific Monthly Conditional 
Transition Probabilities (pijs) 
The plots show the relative relationship between the time paths of the pijs of (1) the off-diagonal transition 
probabilities (i.e., the p_(i,j-1) and p_(i,j+1)), which reflect the transitions to a better or worse state, and (2) the 
transitions to default pid for Borrowers A and B, where the loan to Borrower A is considered to be the more risky 
loan based on their risk profile outlined in Table 6).  The MLE unconditional transition probabilities are included as 
baseline values for the pijs.   
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Figures 3a-3d: Plots of Borrower-Specific Monthly Time Paths from each State i to 
Prepayment (pi5) 
The plots show the relationship between the time paths of the probabilities of transitioning from each of the initial 
states to prepayment (pi5; i=1,.2, …,4) for both Borrowers A and B.  Borrower B is relatively more likely to 
transition from states 2, 3, and 4 (i.e., 30dpd, 60dpd, and 90dpd) in time t to prepay in time t+1 over all time periods 
than borrower A; the exception is the transition from state 1 (i.e., current) to prepayment, in which the results are 
mixed.  The MLE unconditional transition probabilities are included as baseline values for the pi5s.   
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Figures 4a-4g: Plots of the Time Paths in the Transition Probabilities from Higher to 
Lower Delinquency States (pij, i>j) and from Lower to Higher Delinquency States (pij, i<j) 
The time paths of the pijs, averaged over the size of the sample in each time period, are reported in Figures 4a-4g.  
The pijs vary significantly over the cycle: during a decline in economic conditions, we expect (1) a decrease in the 
likelihood a delinquent account would transition to a lower delinquent state, and (2) an increase in the likelihood a 
delinquent account would transition to a higher delinquent state (i.e., we expect a downward (upward) time trend in 
the monthly time path of the 𝑝𝑝𝑖𝑖𝑖𝑖(t) for all 𝑖𝑖 > 𝑗𝑗 (𝑖𝑖 <𝑗𝑗).  The MLE unconditional transition probabilities are included as 
baseline values for the pijs.   
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Figures 5a-5c: Plots of the Time Paths in the Transition Probabilities from each 
Delinquency State i= 2, 3, and 4 to Default (pi6) 
The time paths of the transition probabilities from each of the delinquency states to default, averaged over the size of 
the sample in each time period, are reported in Figure 5a-5c. There is a clear downward trend in the pi6s beginning in 
2007.  Although the downward trend in the time paths to default during the post-crisis period is consistent with 
expectations that the likelihood of transitioning to default during a recovery should decline as the economy 
improves, the downward trend in the time path of the transition probabilities pi6 for i=2,..,4, during the crisis is 
counterintuitive.  The MLE unconditional transition probabilities are included as baseline values for the pi6s.   
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Figure 7: Alternative Out-of-Time Accuracy Plots – Conditional vs Unconditional 
Out-of-time (forecasted) cumulative default and prepayment rates derived using the conditional (eq 7) and 
unconditional (eq 3) transition matrices compared to the actual cumulative default and prepayment rates for loans 
active as of 201101. The pijs for the conditional and first unconditional forecast are estimated using the full sample 
(200401-201112) as in Figure 6.  The alternative unconditional pijs are derived using only data from 200901-
201112. The 24-month forecast period is 201201-201312. 

 
 
 
  

Figure 6: Out-of-Time Accuracy of the 2004-2011 MLE Transition Matrix 
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Figure 6: Out-of-Time Accuracy Plots – Conditional vs Unconditional  
Out-of-time (forecasted) cumulative default and prepayment rates derived from both the conditional (eq 7) and 
unconditional (eq 3) transition matrices compared to the actual cumulative default and prepayment rates for loans 
active as of 201101. The pijs are estimated using the full sample (200401-201112); and the 24-month forecast period 
is 201201-201312. 
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Figure 8: Out-of-Time Cohort-Based Accuracy Plots for Each of the Six Subsamples 
Out-of-time (forecasted) cumulative default and prepayment rates derived using the conditional (eq 7) and 
unconditional (eq 3) transition matrices compared to the actual cumulative default and prepayment rates for loans 
active as of 201101. We plot the 24-month ahead forecasts based on the 1st-order Markov conditional, 2nd-order 
Markov conditional, and the MLE unconditional transition matrices for each of the subperiods outlined in Table 9. 
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